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Abstract 
Accurate traffic prediction is crucial for an intelligent traffic system (ITS). 
However, the excessive non-linearity and complexity of the spatial-temporal 
correlation in traffic flow severely limit the prediction accuracy of most ex-
isting models, which simply stack temporal and spatial modules and fail to 
capture spatial-temporal features effectively. To improve the prediction accu-
racy, a multi-head attention spatial-temporal graph neural network (MSTNet) 
is proposed in this paper. First, the traffic data is decomposed into unique 
time spans that conform to positive rules, and valuable traffic node attributes 
are mined through an adaptive graph structure. Second, time and spatial fea-
tures are captured using a multi-head attention spatial-temporal module. Fi-
nally, a multi-step prediction module is used to achieve future traffic condi-
tion prediction. Numerical experiments were conducted on an open-source 
dataset, and the results demonstrate that MSTNet performs well in spa-
tial-temporal feature extraction and achieves more positive forecasting results 
than the baseline methods. 
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1. Introduction 
ITS is capable of providing efficient traffic management and accurate traffic re-
source allocation. Accurate prediction of future traffic conditions is the core of 
intelligent transportation systems. Accurate traffic prediction is an important 
guideline for resource rationalization and dynamic traffic planning [1]. As a typi-
cal regression problem of traffic time series, traffic prediction aims to predict fu-
ture traffic conditions (such as traffic flow and speed) in the road network based 
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on historical observation sequences (such as historical data recorded by sensors). 
Each time slot in Figure 1(a) corresponds to a traffic flow state, and the traffic 
flow state of the next M time steps is predicted based on the traffic flow state of 
the previous N time steps. Figure 1(b) provides an intuitive illustration of traffic 
flow prediction, where all attribute values are normalized to [0, 1]. Traffic pre-
diction is challenging because it involves complex spatial relationships and tem-
poral dependencies. Firstly, the spatial relationships of real roads between dif-
ferent regions are very complex. Secondly, there is also a strong temporal de-
pendence across time dimensions in the road network. The traffic conditions of 
roads vary nonlinearly and non-stationarily over time. For example, as shown in 
Figure 2(a), in a complex traffic road, if a traffic accident occurs at node 4, the 
traffic condition of that node will suddenly become congested, thereby affecting 
the traffic conditions of nodes 1, 2, and 3. Therefore, capturing spatial correla-
tions and temporal dependencies has become the core of the prediction task. 

In the early days, classical statistical models were popular due to their rela-
tively simple principles and rigorous mathematical theory verification. For in-
stance, C.K. Moorthy et al. proposed an autoregressive moving average model 
(ARMA) for traffic prediction [2], and M. Van Der Voort et al. improved the 
ARMA model by adding differencing to capture time-varying relationships, re-
sulting in the autoregressive integrated moving average model (ARIMA) [3]. 
However, many studies have shown that although extending the ARIMA model 
to seasonal autoregressive integrated moving average model (SARIMA) can im-
prove model performance [4], these models are still challenged to handle the 
nonlinear and uncertain features of traffic flow data due to the predominance of 
linear and stationary assumptions. 

To alleviate some issues with classical statistical models, researchers have de-
veloped machine learning-based traffic prediction methods to handle relatively 
complex traffic flow prediction tasks. For example, M. Lippi et al. proposed the 
use of Support Vector Regression models in traffic prediction, N. Zarei et al. 
suggested using the Random Forest prediction method for traffic prediction [5], 
and P. Cai et al. proposed the use of k-Nearest Neighbor models in short-term 
traffic prediction [6]. However, the effectiveness of these models heavily depends 
on complex feature engineering, and these methods may not be sufficient in 
capturing the complex spatial-temporal relationships in large-scale data. 

 

 
(a)                                   (b) 

Figure 1. Illustration of the spatial-temporal traffic flow forecasting. (a) Changes in the 
spatial-temporal state of traffic; (b) Detect three attribute values at a node and predict fu-
ture traffic flow. 
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Figure 2. Spatial correlations could be affected. 

 
In recent years, deep learning methods have been widely applied to various 

transportation tasks due to their excellent learning capabilities and have achieved 
remarkable results [7]. Existing deep learning methods can be divided into two 
categories: grid-based methods and graph-based methods. The former divides 
the study area into regular grids and uses convolutional neural networks (CNN) 
[8] and recurrent neural networks (RNN) [9] to capture temporal dependencies. 
This method ignores the topological structure of the road network, resulting in 
insufficient use of spatial relationships between different regions. The latter con-
structs a graph structure based on the road network topology to capture hidden 
spatial relationships. Spatial-Temporal Graph Neural Networks (ST-GNNs) have 
been extended to the field of traffic prediction to achieve more satisfactory per-
formance [10]. Most existing ST-GNNs first construct a predefined graph struc-
ture and then study the constructed graph. For example, Li et al. [11] proposed 
to use gated recurrent units (GRU) instead of matrix generation operations in 
graph convolution. Yu et al. [12] extracted the spatial correlation of traffic con-
ditions through graph convolutional neural networks (GCN) and captured tem-
poral dependencies through causal convolution. Such graphs are mostly deter-
mined by the Euclidean distance between each pair of regions, but complex traf-
fic is influenced by multiple hidden factors such as road functions and regional 
distribution, resulting in the problem of the same distance but different spatial 
relationships. Figure 2(b) briefly illustrates that although node A and node B 
have the closest Euclidean distance, the relationship between node A and node C 
is more relevant. Therefore, constructing a graph based on functional similarity 
or traffic connections cannot reflect all aspects of the spatial structure. Wu et al. 
[13] proposed an adaptive learning graph adjacency matrix for traffic prediction, 
Bai et al. [14] proposed an adaptive graph convolutional network, but ignored 
the fact that the graph structure changes over time. Ta et al. [15] proposed an 
adaptive graph structure learning component to capture spatial correlations, but 
ignored the issue that over-learning node attributes may affect model perfor-
mance. 
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Traffic forecasting is a classic task in ITS [16], and early work focused mainly 
on statistical methods, such as autoregressive integrated moving average me-
thods and Kalman filters [17]. Although these methods have strong interpreta-
bility, their linear and stationary assumptions limit their performance in traffic 
prediction. Machine learning-based methods, such as support vector regression 
and k-nearest neighbor models, have the ability to handle relatively complex de-
pendencies, but manual feature engineering is more time-consuming. Deep 
learning [18] can automatically extract representations from networks, making it 
widely used in the field of transportation and achieving good performance. Due 
to the natural structural characteristics of transportation networks, many re-
searchers consider directly modeling traffic data on graphs, which can be collec-
tively referred to as STGNNs [19]. Graph-based research mainly captures spatial 
correlations and temporal dependencies through graph neural networks. For 
example, Li et al. modified GRU by replacing its matrix generation operation 
with graph convolution for traffic prediction. Zhao et al. [20] proposed a T-GCN 
model to learn the topological structure of the road network and dynamic 
changes in data. Bai et al. proposed AGCRN, which can capture time dependen-
cies and spatial correlations. Most existing spatial-temporal graph neural net-
works construct predefined adjacency matrices based on spatial distance or 
functional similarity, but this approach ignores some relevant information in 
complex scenarios, resulting in a decline in model performance. For time mod-
eling, existing methods are mainly divided into three categories: RNN-based 
methods, CNN-based methods, and attention-based methods. RNN-based me-
thods usually use long-short-term memory (LSTM) or gated recurrent units 
(GRU) as the basic block for time modeling. RNNs used to model long se-
quences can lead to gradient disappearance problems, and their sequential na-
ture makes parallelization impossible during training. In contrast, CNN-based 
methods are easy to parallelize. Graph WaveNet uses multiple stacked dilated 1D 
convolutions to exponentially expand the receptive field, but long-term correla-
tions will be diluted and cannot be effectively utilized. Attention-based methods 
focus on each time position in parallel, making them more advantageous in 
long-term modeling. 

Graph structure learning aims to learn optimized graph structures and their 
representations. Existing graph structure learning methods can be classified into 
three categories: measure learning methods, probabilistic modeling methods, 
and direct optimization methods. Measure learning methods define different 
metrics to measure node relationships in a graph and refine the graph structure 
by learning the metric functions. Probabilistic modeling methods sample graphs 
from certain distributions and model the sampling probabilities of edges with 
learnable parameters. Direct optimization methods treat the entire graph as a 
learnable parameter and use graph neural network parameters to optimize it. In 
the field of traffic prediction, recent methods have directly used learning para-
meters to construct graph structures, but neglected the role of node attributes. 
This makes it difficult for the model to optimize when the training data is sparse. 
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Experiments have shown that node attributes can better improve the functional-
ity of the model. 

In this paper, a traffic prediction method named multi-head attention spa-
tial-temporal graph neural networks (MSTNet) is proposed, which effectively 
captures complex spatial-temporal relationships in traffic data by utilizing MST- 
Block in both temporal and spatial dimensions. Additionally, an adaptive graph 
structure learning component is designed to more effectively leverage node 
attributes in the data. Our contributions can be summarized as follows: 

• Integrating attentional mechanisms into the constructed MSTNet enables 
effective capture of spatial-temporal heterogeneity in traffic prediction tasks. 

• To obtain the optimal graph adjacency matrices that more effectively reflect 
the time-varying spatial relationships in the short term, an adaptive graph struc-
ture learning component is constructed, which incorporates multi-head atten-
tion mechanisms. 

• The research combines the multi-head attention mechanism with bottleneck 
residual blocks and integrates them into the spatial-temporal module. This inte-
gration allows for a more accurate focus on valuable information and potential 
spatial-temporal correlations within the data during training. 

• Experimental evaluations were conducted on real-world datasets and com-
pared with various benchmark methods to assess the effectiveness and superior-
ity of the proposed model. The results of the experiments demonstrate the effec-
tiveness and superiority of the proposed model. 

2. Methodology 
2.1. Question Formulation 

Table 1 displays the implication of the symbols used in this article. The task of 
traffic prediction is to anticipate the future traffic conditions of each area, based 
on the historical traffic records of N regions on the traffic network. 

 
Table 1. Notions and description. 

Notion Description 

N Number of nodes 

F Dimension of node attributes 

S Window size of historical traffic conditions 

T Window size of future traffic conditions 

x Node attributes that record historical traffic conditions 

y Real future traffic conditions 

ŷ 

G = (V, E, A) 

Predicted future traffic conditions 

Graph defined by nodes, edges and adjacency matrix 

L (·, ·) 

P (·, ·) 

Graph structure learner 

Multi-step traffic condition predictor 
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According to the previous study, N regions and their paired connections are 
defined as weighted digraphs ( ), ,G V E A=  in our approach. Where V is a set 
of V N=  nodes, E is a set of edges, N NA R ×∈  is a weighted adjacency matrix 
that represents the node proximity between any pair of nodes. The traffic history 
records at time t is represented as a graphic signal ( )

N F
tX R ×∈ , where F is the 

dimension of each node’s attribute. Given the historical S traffic information 

( ) ( )1 , ,t S tx X X− +
 ∈    and the adjacency matrix N NA R ×∈  of the traffic net-

work, the traffic flow prediction problem is defined as a function f which pre-
dicts the graphical signal ( ) ( )1

ˆ ˆˆ , ,t t Ty X X+ +
 ∈    for the next T-step, as follows. 

( )ˆ ,y f x A=                          (1) 

2.2. The Model 

The architecture of the proposed MSTNet model is illustrated in Figure 3, which 
comprises an input module, stacked spatial-temporal attention modules, skip 
convolutional modules, and an output module. The main idea of the model is to 
learn complex spatial-temporal correlations by constructing MST-Block, each of 
which is composed of T-Layer, MAT-Layer, and S-Layer. The MAT-Layer uti-
lizes a multi-head attention mechanism and residual blocks. The graph adjacen-
cy matrix used in the S-Layer is derived from the output of the adaptive graph 
structure learning module. To efficiently learn deep neural networks, the output 
of each MST-Block is passed through the skip convolutional module. Ultimately, 
the feature fusion mechanism is applied in the output module to achieve mul-
ti-step traffic forecasting. The learning process of the MSTNet model is formally 
defined as follows: 

( )* , .A L X A=                         (2) 

( )*ˆ , .y P X A=                         (3) 

where ( ),L X A  is employed to optimize the graph adjacency matrix, taking 
node attributes X and pre-defined adjacency matrix A as inputs, and outputting 
the optimal adjacency matrix *A . Meanwhile, ( )*,P X A  is applied to achieve 
traffic prediction, and the output represents the final prediction result. 

 

 
Figure 3. Framework of the proposed MSTNet. 
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2.3. Graph Structure Learning 

As shown in Figure 4(d), the adaptive graph structure learning component con-
sists of two modules: macro-level graph structure learning and micro-level graph 
structure learning. These modules adaptively infer the adjacency matrices of the 
macro and micro-level graphs, respectively. Finally, the two adjacency matrices 
are fused together. This can be formally expressed as follows: 

( )( )* .ma miA Norm ReLU A A= +                   (4) 

where ReLU as the activation function and Norm is utilized as the normalization 
function. 

The macro-level graph structure learning module complements descriptive 
information by capturing implicit factors that are difficult to capture through 
learning predefined rules. Denoting the trainable hidden relationships between 
nodes in the graph as ∆, and the predefined adjacency matrix as A. Residual 
connection is used to generate the macro-level adjacency matrix maA . This can 
be formally expressed as follows: 

.ma preA A= + ∆                         (5) 

To implement ∆, a direct optimization method is employed, which involves 
designing a learnable graph adjacency matrix E. This can be formally expressed 
as follows: 

.E∆ =                           (6) 

 

 
Figure 4. The architecture of MST-Block. 
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Looking at it from another perspective, variations in factors such as road con-
struction, weather conditions, and traffic congestion may directly impact changes 
in the structure of a graph. The fluctuations are captured by mining relevant 
node attribute information. The initial attribute S N FX R × ×∈  is expanded to 
dimension D from F by applying a 1 × 1 convolution operation ( )·C , in order 
to effectively capture information about uncertain factors that may affect node 
spatial relationships. A multi-head attention mechanism ( )·MHA  is utilized to 
extract this information. 

( )( ).M MHA C X=                        (7) 

To complete the metric learning approach, the temporal dimension is reduced 
by cross-utilizing dilated convolutions. This method derives the relationships 
between nodes by learning a metric function ( )·,?ϕ  for dual-node representa-
tions, as shown below. 

[ ] ( ), , , for 1 , .mi i jA i j M M i j Nϕ= ≤ ≤               (8) 

Where [ ],miA i j  denotes the learned relationship between node i and node j. 
The proximity between nodes is represented using the dot product, and the me-
tric learning function can be defined as follows: 

T .miA M M= ⋅                          (9) 

2.4. MST Block 

When dealing with long sequences, the problems of vanishing or exploding gra-
dients are common for RNN models. To overcome these issues, a Temporal 
Convolution Network (TCN) with causal convolution can be used to capture the 
temporal dependencies of traffic conditions, as it has several advantages. Firstly, 
by increasing the dilation factor, TCN can enlarge the receptive field to handle 
longer sequences. Secondly, TCN can capture longer sequences with fewer layers 
than traditional RNN models, saving computing resources and time. To improve 
performance and accelerate model convergence, a Gated-TCN is constructed 
using the gated linear unit (GLU). Specifically, two TCN models, TCN-a and 
TCN-b, are built using dilated convolutional neural networks. TCN-b is then 
used to generate gating signals, which are dot-multiplied with TCN-a to form 
the Gated-TCN model. This approach enhances the model’s representation ca-
pability and improves its ability to handle long sequences. 

( ) ( )( ).a bh TCN X TCN Xσ=                  (10) 

where σ represents the Sigmoid function and the Hadamard product. T N Dh R × ×∈  
is the output of the Gated-TCN. 

To enhance the generalization ability of the attention mechanism and minim-
ize errors across different prediction time steps, a multi-head attention layer was 
introduced between the time-dependent and spatially correlated layers. This 
layer can effectively model both historical and future time steps, capturing and 
combining different dependencies (e.g., short-term and long-term dependen-
cies). Therefore, it is beneficial to use different subspaces of queries, keys, and 
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values in combination. Its input is the feature values of time nodes, i.e., 
{ }1 2, , , Nh h h h=

 



 

, F
ih R∈


, where N is the number of nodes and F is the di-
mension of node features. The output dimension is F’. First, a weight matrix 

F FW R ′×∈  is applied to each node, and then self-attention is used to calculate an 
attention coefficient for each node. The formal expression is as follows: 

( ), .ij i je a Wh Wh=
 

                       (11) 

where ije  is the influence coefficient of node i on node j. The non-linear activa-
tion function used in this paper is LeakyReLU, which can be defined by the fol-
lowing formula: 

( )T || .ij i je LeakyReLU a Wh Wh=   
 

                (12) 

where, ||  denotes the concatenation operation. To better distribute weights 
between nodes, normalization is applied to the coefficients calculated for the 
target node and all its neighbor nodes. The formal expression is as follows: 

( ) ( )
( )

.
i

ij
ij j ij

ikk N

exp e
softmax e

exp e
α

∈

= =
∑

              (13) 

where k represents the neighboring nodes of node i. The normalized attention 
coefficients are linearly combined with their corresponding nodes to serve as the 
final output feature vector of each node. The formula is as follows: 

( ).ii ij jj Nh Whσ α
∈

′ = ∑
 

                   (14) 

where K groups of single-head attention layers are used, which are mutually in-
dependent, and their results are concatenated. 

Graph Convolutional Networks (GCN) were employed to capture the com-
plex spatial relationships among nodes, as it is an effective method for extracting 
features from graph data. The graph adjacency matrix *A  used in our approach 
was obtained from the graph structure learning component mentioned earlier. Li 
et al. constructed a directed graph for the transportation network and modeled 
the spatial relationships between nodes using diffusion convolutional operations. 

0 .kK
kkZ X P Xθ θ

=
= =∑                  (15) 

In the context of a directed graph, where capturing the influence of upstream 
and downstream traffic flow is crucial, a bidirectional diffusion process is mod-
eled to define the diffusion graph convolution, denoted by  . P represents the 
transition matrix, and k denotes the diffusion length. The diffusion graph con-
volution can be expressed as follows: 

0 .k k
f k b kk

KZ X P X P Xθ θ θ
=

= = +∑            (16) 

where fP  denotes the forward transition matrix, and bP  denotes the back-
ward transition matrix. A stack of graph convolutional layers is utilized in the 
network, combined with the graph adjacency matrix *A  obtained from the 
graph structure learning component described above. Formally, graph convolu-
tional layer can be defined as: 
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* .X θ=  
                          (17) 

where *  stands for graph with optimal structure *A  and *θ


 are trainable 
parameters. 

Residual network is adopted to enhance the model performance, effectively 
addressing the problem of network degradation. Specifically, the main path is 
added to the module with the residual edge after two convolutional operations, 
followed by relu activation function. Notably, no hyperparameters are used in 
this process. The formal definition is as follows: 

( )1 , .l l l lxx x+ = +                      (18) 

where ( ),l lx   denotes the residual part consisting of two 3 × 3 convolu-
tional operations. A residual connection is added in each MST-Block to improve 
model performance. Specifically, the output of the lth S-Layer and T-Layer can be 
obtained by 

( ) ( )1 1
1 .l

lx −
+= +                       (19) 

Then, the features from different S-Layer and T-Layer are fused together 
through skip connections. 

( ) ( )( ).l l
skip

l
z FC z=∑                      (20) 

where ( )l
skipFC  is a fully connected network at lth S-Layer and T-Layer. 

The short-term spatial-temporal features and long-term spatial-temporal fea-
tures captured by stacking multiple MST-Block are fused to achieve the final 
traffic condition prediction. A fully connected layer network is applied to di-
rectly predict the traffic conditions of all network nodes at T steps. Additionally, 
a residual connection is added in each ST-Layer to improve the model’s perfor-
mance. 

( )ˆ .out iy FC h z′= +


                     (21) 

where outFC  represents the output of the fully connected network. 
The training objective of MSTNet is Mean Absolute Error (MAE), and the loss 

function for multi-step traffic prediction is jointly optimized. The mathematical 
expression of the loss function for MSTNet is as follows: 

( ) , , , ,
1 1 1

1ˆ ˆ, .
T N D

i j k i j k
i j k

y y y y
T N D = = =

= −
× × ∑∑∑             (22) 

where ,:,:iy  is the ground truth, and ,:,:ˆiy  is the prediction of all nodes at time 
step i.  

3. Experiments 
3.1. Datasets 

1) The METR-LA dataset contains traffic information collected from 207 loop 
detectors on the highways in Los Angeles County. The dataset records traffic 
speed statistics from March 1, 2012 to June 30, 2012. 
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2) The PEMS-BAY dataset contains traffic speed statistics collected from 325 
sensors in the harbor area from January 1, 2017 to June 30, 2017, and was col-
lected by the Performance Measurement System of the California Department of 
Transportation. 

The speed data was aggregated into 5-minute windows and pairwise road 
network distances between sensors were calculated for both datasets. The data 
was split into 70% for training, 20% for testing, and the remaining 10% for vali-
dation. The detailed statistical information of the datasets is shown in Table 2.  

3.2. Evaluation Metrics 

The performance of our model was evaluated using three widely-used indicators: 
Mean Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), and 
Root Mean Squared Error (RMSE). MAE and RMSE measure the absolute mag-
nitude of the deviation of the true value from the predicted value, while MAPE 
measures the relative magnitude (i.e., percentage) of the deviation. Compared to 
MSE/RMSE, which amplifies the prediction error by using the square of the er-
ror, MAE and MAPE are less susceptible to extreme values. However, MSE/ 
RMSE can highlight error values that have a large impact and are more sensitive 
to outlier data. 

• Mean Absolute Error (MAE): 

( )
1

1ˆ ˆMAE , .
n

i i
i

Y Y y y
n =

= −∑                    (23) 

• Mean Absolute Percentage Error (MAPE): 

( ) ( )2

1

1ˆ ˆMSE , .
n

i i
i

Y Y y y
n =

= −∑                   (24) 

• Root Mean Squared Error (RMSE): 

( ) ( )2

1

1ˆ ˆRMSE , .
n

i i
i

Y Y y y
n =

= −∑                 (25) 

3.3. Baselines 

The study compared MSTNet with the following baseline methods: 1) Autore-
gressive integrated moving average (ARIMA). 2) Fully connected LSTM with 
hidden units (FC-LSTM). 3) Spatial-temporal graph convolutional networks (ST- 
GCN). 4) Diffusion convolutional recurrent neural network (DCRNN). 5) Con-
volutional network architecture (Graph WaveNet), which introduces adaptive 
graph structure and dilated convolutions to capture spatiotemporal correlations. 
6) Adaptive spatial-temporal graph neural network for traffic forecasting (Ada- 
STNet). 7) Multi-Head self-Attention spatiotemporal graph convolutional net-
work for traffic flow forecasting (MSASGCN). 8) Spatial-Temporal graph atten-
tion networks for traffic flow forecasting (STGAT). 9) A graph Multi-Attention 
network for traffic prediction (GMAN). Grid search was used to select the best 
hyperparameters for all neural network-based methods based on the validation 
set performance. 
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Table 2. The statistics of METR-LA and PEMS-BAY. 

Dataset Nodes Edges Time windows 

METR-LA 207 1515 34,272 

PEMS-BAY 325 2369 52,116 

3.4. Experimental Setting and Analysis 

All experiments use the traffic speed in the last hour to predict traffic speed for 
the following hour or more, i.e., S = T = 12. We determine parameters through 
manual hyperparameter tuning. The number of SMT-Blocks was set to 6 to fully 
cover the input length. Each SMT-Block contains a S-Layer with an inflation 
factor of 2, a multi-head attention layer with head = 4, and a graph convolution-
al layer. Dropout with p = 0.5 is applied on the output of the graph convolution-
al layer. The number of filters for all layers in Gated-TCN and GCN is set to 32 
on both datasets. The node dimension in the adaptive graph structure is set to 6, 
and p = 0.3 is applied on M. During training, the Adam optimizer is used with 
an initial learning rate of 0.001, which is fine-tuned with a learning rate of 
0.00001. The batch size is set to 64, and MAE is used as the training loss. To 
avoid overfitting, the model is validated on the validation set after each epoch, 
and early stopping is adopted. 

The study conducts 15-minute, 30-minute, and 60-minute ahead predictions 
on both datasets and compares the performance of MSTNet with baseline mod-
els. As shown in Figure 5, the proposed MSTNet achieves excellent performance 
in all prediction horizons and all metrics. Table 3 reveals that: 1) deep learning 
models outperform traditional statistical models; 2) graph-based models, in-
cluding DCRNN and ST-GCN, outperform FC-LSTM in graph-based deep 
learning methods applied to the traffic domain; 3) models using adaptive graph 
learning, such as Graph WaveNet, Ada-STNet, and MSTNet, outperform 
graph-only models; 4) MSTNet proposed in this paper outperforms Graph Wa-
veNet and Ada-STNet models. 

From Figure 5(a), it can be observed that MSTNet is able to obtain smaller 
MAE error values compared to other models. From Table 3, it can be seen that 
the MAE and RMSE error values of the proposed model on the METR-LA data-
set have decreased to 2.60 and 5.02, respectively. Figure 5 demonstrates that the 
nonlinear modeling capability of deep learning neural networks is highly effec-
tive and that road network information has a significant impact on traffic pre-
diction. 

In order to confirm the distinctions between MSTNet and other models, the 
predicted and true values one hour ahead on the PEMS-BAY test set (including 
node 81) are plotted. As shown in Figure 6, the predicted values of the MSTNet 
model being closer to the true values indicate the robustness of the model. When 
there is a significant change in speed (e.g., at 9:00 and 12:00), Graph WaveNet 
cannot immediately capture the change and has a significant delay. At 11:00, a 
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large fluctuation in the predicted values of the DCRNN model is observed, 
which deviates from the true values. 

 

 
(a)                                               (b) 

 
(c)                                               (d) 

 
(e)                                               (f) 

Figure 5. Comparison of stepwise predicted MAE, MAPE and RMSE results for different models on the MATR-LA and 
PEMS-BAY datasets. (a) Compare MAE results at MATR-LA; (b) Compare MAPE results at MATR-LA; (c) Compare 
RMSE results at PEMS-BAY; (d) Compare MAE results at PEMS-BAY; (e) Compare MAPE results at MATR-LA; (f) 
Compare RMSE results at PEMS-BAY. 
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Table 3. Performance comparison of multi-step traffic condition forecasting. 

Dataset Model name 
15 min 30 min 60 min 

MAE RMSE MAPE (%) MAE RMSE MAPE (%) MAE RMSE MAPE (%) 

METR-LA 

ARIMA 3.99 8.12 9.6 5.15 10.45 12.7 6.90 13.23 17.4 

FC-LSTM 3.44 6.30 9.6 3.77 7.23 10.9 4.37 8.69 13.2 

ST-GCN 2.88 5.74 7.6 3.47 7.24 9.6 4.59 9.40 12.7 

DCRNN 2.77 5.38 7.3 3.15 6.45 8.8 3.60 7.60 10.5 

Graph Wave-Net 2.69 5.15 6.9 3.07 6.22 8.4 3.53 7.37 10.0 

Ada-STNet 2.65 5.06 6.8 3.03 6.08 8.2 3.47 7.18 9.8 

MSASGCN 2.75 5.32 7.41 3.11 6.48 8.6 3.81 8.24 12.0 

STGAT 2.66 5.12 6.9 3.01 6.12 8.1 3.46 7.19 9.8 

GMAN 2.69 5.55 7.4 3.15 6.78 9.0 4.03 8.11 11.7 

MSTNet 2.60 5.02 6.8 2.93 6.01 8.2 3.45 7.17 9.7 

PEMS-BAY 

ARIMA 1.62 3.30 3.5 2.33 4.76 5.4 3.38 6.50 8.3 

FC-LSTM 2.05 4.19 4.8 2.20 4.55 5.2 2.37 4.96 5.7 

ST-GCN 1.36 2.96 2.9 1.81 4.27 4.2 2.49 5.69 5.8 

DCRNN 1.38 2.95 2.9 1.74 3.97 3.9 2.07 4.74 4.9 

Graph Wave-Net 1.30 2.74 2.7 1.63 3.70 3.7 1.95 4.52 4.6 

Ada-STNet 1.30 2.73 2.7 1.62 3.67 3.6 1.89 4.36 4.5 

MSASGCN 1.34 2.90 2.9 1.75 3.88 3.9 2.12 4.71 5.0 

STGAT 1.32 2.76 2.8 1.61 3.68 3.7 1.91 4.43 4.6 

GMAN 1.34 2.82 2.8 1.62 3.72 3.6 1.86 4.32 4.3 

MSTNet 1.30 2.71 2.7 1.62 3.64 3.5 1.86 4.32 4.4 

 

 
Figure 6. Comparison of prediction curves for one hour ahead prediction on a snapshot 
of the data of PEMS-BAY. 

4. Conclusion 

This paper proposes an adaptive spatial-temporal graph neural network model 
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based on the multi-head attention mechanism for traffic flow prediction. By de-
signing an adaptive graph structure learning component, it accurately reflects 
the true dependency relationships between nodes and the dynamic correlations 
within the road network. By combining the multi-head attention mechanism 
with bottleneck residual blocks and embedding them between Gate-TCN and 
GCN, it effectively captures the spatial-temporal correlations in the traffic data. 
To further enhance performance, a “two-stage training algorithm” is integrated 
into the model training. Through extensive experiments on two datasets, the 
proposed method has been shown to outperform existing baseline models, par-
ticularly in medium to long-term prediction. Future research directions include 
handling imbalanced datasets and exploring multi-scale input approaches for 
traffic data to further improve prediction performance. 
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