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Abstract 
In order to more accurately detect the accuracy of word-wheel water meter 
digits, 2000 water meter pictures were produced, and an improved Fast-
er-RCNN algorithm for detecting water meter digits was proposed. The im-
proved Faster-RCNN algorithm uses ResNet50 combined with FPN (Feature 
Pyramid Network) structure instead of the original ResNet50 as the feature 
extraction network, which can enhance the accuracy of the model for small- 
sized digit recognition; the use of ROI Align instead of ROI Pooling can 
eliminate the error caused by the quantization process of the ROI Pooling 
twice, so that the candidate region is more accurately mapped to the feature 
map, and the accuracy of the model is further enhanced. The experiment 
proves that the improved Faster-RCNN algorithm can reach 91.8% recogni-
tion accuracy on the test set of homemade dataset, which meets the accuracy 
requirements of automatic meter reading technology for water meter digital 
recognition, which is of great significance for solving the problem of auto-
matic meter reading of mechanical water meters and promoting the intelli-
gent development of water meters. 
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1. Introduction 

Mechanical water meters are widely used as mainstream water meters in people’s 
daily life because of their simple structure and low price. Mechanical water me-
ters require manual meter reading, which wastes a lot of human resources and 
has the disadvantage of untimely meter reading. With the development of deep 
learning technology, the use of target detection algorithms to automatically 
identify the numbers in the water meter picture can replace manual meter read-
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ing, greatly improving the efficiency of the meter reading company and saving 
human resources. 

Most of the water meters used in people’s daily life are character wheel type 
water meters with rectangular reading area frame. The recognition of characters 
in the reading area is similar to OCR (Optical Character Recognition) [1]. OCR 
technology is widely used in the field of digital and English symbol recognition, 
where the algorithms based on OCR technology in word-wheel water meter dig-
ital detection are mainly divided into traditional algorithms and deep learning 
algorithms. The literature [2] [3] uses traditional algorithms such as image bina-
rization, image segmentation, and pattern matching for character recognition. 
Although the traditional reading recognition method used can also identify wa-
ter meter digits, but there are shortcomings of low detection accuracy and rec-
ognition speed, and the traditional method requires the use of different methods 
for different reading scenarios, the detection process is complex. With the con-
tinuous development of computer vision and deep learning, deep learning can 
automatically extract features in images and train the corresponding algorithms, 
and finally predict the results of the images and output them. In paper [4], Liu et 
al. proposed to use BP-bagging algorithm to recognize images, output classifica-
tion information with BP network and generate multiple classifiers by bagging. 
The algorithm can extract 25-dimensional features of the image compressed to 
5-dimensions and input the results to the BP-bagging classifier, and finally rec-
ognize digital characters by multiple voting. Yang et al. proposed a full convolu-
tional sequence recognition network to read water meter numbers and designed 
an incremental loss function to manage the intermediate states of the numbers, 
although it improved the accuracy of water meter reading, it only studied for the 
dataset after cropping the reading area, and it was more difficult to recognize the 
numbers for the complete water meter pictures taken in natural scenes [5].  

In order to further improve the digit recognition accuracy of word-wheel wa-
ter meters, this paper collects and produces a dataset of 2000 word-wheel water 
meter images and uses the improved Faster-RCN algorithm to detect and recog-
nize water meter digits [6]. In order to improve the detection accuracy of small 
numbers, ResNet50 combined with FPN (Feature Pyramid Network) is used as 
the feature extraction network. In order to reduce the error of candidate region 
location caused by the two rounding operations during the ROI pooling opera-
tion in Faster-RCNN, ROI Align is used instead of ROI Pooling to further im-
prove the accuracy of model training. The experimental results show that the 
improved Faster-RCNN model has high detection accuracy in the water meter 
digit recognition task and can meet the accuracy requirements of the automatic 
water meter digit recognition task. 

2. Water Meter Digit Recognition Dataset 
2.1. Dataset Collection and Production 

The dataset uploaded in github in literature [5] is the only publicly available wa-
ter meter number recognition dataset, but this dataset is for recognizing images 
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after cropping out the water meter reading area, while the purpose of this expe-
riment is to recognize the numbers in a complete water meter image, so this da-
taset is not suitable for the research of this paper. Since there is no publicly 
available and suitable dataset for water meter number recognition, a dataset is 
produced in this paper. A total of 1000 pictures of wheel-type water meters were 
collected from the field shooting and online, in order to improve the accuracy 
and generalization ability of the model, the training set was enhanced by pan-
ning, rotating, increasing the brightness and random cropping, etc. The training 
set after data enhancement was 2000 pictures, among which 1800 pictures were 
randomly selected for training and 200 pictures were used for testing. With ref-
erence to the PascalVOC2007 dataset format, the 2000 images in the training 
and test sets were labeled by LabelImg software. Figure 1 shows a few sample 
pictures of the dataset. There are many other interfering numbers in the water 
meter in addition to the reading area numbers that need to be recognized. When 
labeling the reading area numbers, the black box on the four sides of the num-
bers will also be boxed in, so as to distinguish the valid numbers from the inter-
fering numbers. Such as Figure 2 is part of the water meter picture labeling dia-
gram. 

2.2. Character Annotation and Analysis 

In view of the characteristics of the water meter dataset, special attention should 
be paid to the digital labeling of the “intermediate state” when labeling the data-
set. The red box in Figure 3 is an example of digital labeling of “intermediate 
state” of water meter. Figure 3, the first picture as an example, the water meter 
from the state of “00742” has not fully reached the state of “00743”, at this time 
the reading should be read as “00742.5”. So separate labeling labels are set up for 
figures in this transition state. Figure 4 shows an example of labeling for a single 
digit that is labeled. For “complete numbers”, the labeling is t ∈ [0 - 9]. For “in-
termediate” digits, the labeling label s ∈ [10 - 19] is used, which corresponds to 
the transition state from digit “s-10” to “s-9” when the label s is set. Take the 
fifth character of the first picture in Figure 3 as an example, set the character la-
bel to “12”, which represents the transition state from the number “12 – 10 = 2” 
to “12 – 9 = 3”. 
 

 

Figure 1. Some images of the water meter dataset. 
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Figure 2. Lartially labeled map of the water meter dataset. 

 

Images:  
Tags:    “0,    0,    7,    4,   12”      “0,    0,     0,    16,   19”   “1,     4,    3,     9,   18” 

Figure 3. Example of a label for a water meter reading area. 
 

Images:  
Tags:    0   1    2   3    4   5    6   7    8    9   10  11   12   13  14   15  16   17   18  19 

Figure 4. Example of a single number and label in a water meter image dataset. 
 

After analysis, it is found that the model has more difficulty in recognizing 
“intermediate” numbers than “complete” numbers, mainly for two reasons. The 
first reason is that there are fewer “intermediate” numbers in the data set. Table 
1 shows the number of various characters in the data set. Table 1 shows that the 
number of characters in the “intermediate state” is much smaller than the num-
ber of “complete numbers”. The second reason is that there is a big difference in 
the number of “intermediate state” characters corresponding to the same labels. 
Figure 5 shows three sets of pictures with the same label corresponding to dif-
ferent transition states of numbers. Each group of images has the same label for 
the “intermediate state” of the digits, but the difference in the degree of digit 
transition leads to a large difference in the image features. 

3. Faster-RCNN Algorithm and Improvement of the Network 
3.1. Faster-RCNN Algorithm 

Faster-RCNN algorithm is a target detection algorithm proposed in 2015. Com-
pared with Fast-RCNN, Faster-RCNN has higher detection accuracy and less 
detection time. Currently, target detection algorithms are mainly categorized 
into two main groups: one is the single-stage detection algorithms represented 
by YOLO (You Only Look Once) and SSD (Single Shot Multibox Detector) al-
gorithms, and the two-stage detection algorithms represented by RCNN, 
Fast-RCNN, and Faster-RCNN [7] [8] [9] [10]. The two-stage detection algo-
rithms mainly divide the detection task into two stages, the first stage is to find 
the location of the object and generate the region suggestion, and the second 
stage is to classify and regress the region suggestion to obtain a more accurate  
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Table 1. Number of characters corresponding to each character in the water meter image dataset. 

characters 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 

quantities 2681 803 997 711 702 491 486 506 410 427 198 160 178 249 211 124 131 128 197 210 

 

Images:                      
Tags:    11                 15                 10 

Figure 5. Images with the same label corresponding to different numeric transition states. 
 

location of the object. Compared with the single-stage detection algorithm, Faster- 
RCNN includes an additional RPN (Region Proposal Network) structure, which 
is used to generate high-quality region proposal boxes on the feature map, so 
usually Faster-RCNN has higher detection accuracy than the single-stage algorithm. 

Figure 6 shows the network structure of the Faster-RCNN algorithm, which 
has four main components: feature extraction network, RPN layer, ROI pooling 
layer, classification and regression network [11] [12]. The detection process of 
Faster RCNN algorithm: 1. Adjust the image uniformly to M × N size and input 
it into the feature extraction network to generate a feature map. 2. The feature 
map generates high-quality target suggestion boxes through the RPN structure, 
and preliminarily obtains the approximate position of the target. RPN consists of 
two parts. One part uses the Softmax function to determine the probability of a 
candidate region being a target, while the other part uses the bounding box re-
gression function to correct the position of the candidate boxes. Finally, in the 
Proposal layer, the probability of positive and negative samples and the position 
of the bounding boxes are combined to filter and obtain the region’s candidate 
boxes. 3. Based on the candidate boxes generated by RPN, they are projected 
onto the feature map to obtain the corresponding feature matrix. Each feature 
matrix is scaled to a 7 × 7 size feature map through the ROI Pooling layer. 4. The 
feature map further classifies and adjusts the position of bounding boxes 
through fully connected layers. 

3.2. Improvement of Feature Extraction Network 

When the water meter image is subjected to digital detection using the Faster 
RCNN algorithm, the first step is to extract features through a feature extraction 
network. The original Faster RCNN often used convolutional neural networks 
such as VGG16, ResNet50, and MobileNetV2 as feature extraction networks. 
Because residual networks (ResNet) can solve the problem of network degrada-
tion while increasing the depth of convolutional layers, and have good detection 
performance, this paper chooses ResNet50 as the original feature extraction 
network. This article uses ResNet50 combined with FPN as an improved feature 
extraction network. FPN can fully utilize the information of all feature layers in 
the feature extraction network, effectively improving the model’s detection ac-
curacy for small number targets. Figure 7 shows the structure of ResNet50 com-
bined with FPN as a feature extraction network. The FPN can fuse the feature  
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Figure 6. Faster-RCNN network structure. 
 

 

Figure 7. ResNet50 combined with FPN for feature extraction network. 
 

maps of different layers output from ResNet50. Specific implementation steps: 
firstly, adjust the Conv2_x-Conv5_x layer to have the same channel through 1 × 
1 convolutional layer, and then start from the Conv5_x layer sequentially with 2 
times of up-sampling, and then fused with the previous layer of the feature map, 
got the feature map M2-M5, and then respectively carried out 3 × 3 convolu-
tional operation to get the feature map P2-P5, and then carried out the maxi-
mum pooling down-sampling of the M2 in the step length of 2 to get the feature 
map P6, and finally got the feature map P2-P6 which fused semantic informa-
tion of the feature map of the multi-layer. Fifteen anchor frames with five areas 
(322, 642, 1282, 2562, 5122) and three aspect ratios (1:1, 1:2, 2:1) are set up for dif-
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ferent predicted feature layers P2-P6, which is compared to the original Fast-
er-RCNN setup of three anchor frames with three areas (1282, 2562, 5122) and 
three aspect ratios (1:1, 1:2, 2:1), a total of 6 more different anchors, further im-
proving the model’s prediction accuracy for different shaped figures. 

Input the predicted feature maps P2-P6 into the RPN layer to get propose, 
then the proposal box needs to be mapped again to the feature map to obtain the 
feature matrix, the formula for determining which layer of the feature map the 
propose needs to be mapped to is (1) [6]. 

( )0 2log 224k k wh = +                     (1) 

where 224 is the ImageNet pretrained image size; w and h are the width and 
height of the propose obtained from the RPN layer prediction corresponding to 
the original image; and k0 is the baseline value, which is set to 4. 

3.3. Introducing ROI Align 

In the original Faster-RCNN, the role of ROI Pooling is to generate a 7 × 7 sized 
feature map of region proposals. The specific steps are firstly to project the 
RPN-generated candidate box onto the feature map, and to correspond the four 
vertices of the candidate box to the places on the feature map where there are 
pixel-value positions, and this process will round the coordinates of the candi-
date box. Then the feature matrix obtained earlier is adjusted to a feature map of 
7 × 7 size, this step needs to divide the feature matrix into pooling regions. If the 
feature area is not divisible by the pooling area, another rounding operation will 
be performed to obtain a different pooling area. The two rounding operations of 
ROI Pooling will cause some deviation in the positions of the candidate areas 
corresponding to the feature maps, which will affect the detection accuracy of 
the water meter digits. 

In order to overcome the error brought by ROI Pooling, the idea of Mask- 
RCNN model is referred to, and ROI Align is used to replace ROI Pooling. ROI 
Align has no quantization operation, and retains the floating-point numbers 
generated by pooling, and obtains the surrounding adjacent eigenvalues by bili-
near interpolation, the specific principle is shown in Figure 8. 

The black dashed line box with the largest area in the figure is the feature 
map, and the black solid line box is the ROI area, which is divided into a × a (2 × 
2 in the figure as an example) sized areas. Take the first copy of the region in the 
upper-left corner of the ROI in the figure as an example, divide this region into 
four parts evenly, find the center point of the four parts of the region, and use 
the idea of bilinear interpolation to get the pixel value of the center point 
through the four pixel points of 1, 2, 3 and 4 of the feature map near the center 
point. Then use the same method to get the pixel values of the other center 
points, and output the pixel values of the region in the red box in the ROI region 
after the maximum pooling operation. According to the same method can get 
the other three copies of the region’s pixel values, is the final ROI Align output 
results. 
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Figure 8. ROI align principle. 

4. Experimental Results and Analysis 
4.1. Experimental Environment and Hyperparameter Settings 

This paper is a model built based on the deep learning framework pytorch1.7, 
water meter digit detection and recognition using python programming lan-
guage. The main configuration of the computer is: Ubuntu 20.04 operating sys-
tem, 12 core Intel (R) Xeon (R) Platinum 8255C CPU @ 2.50GHz, 43GB of 
memory, RTX 3090 graphics card, and 24GB of graphics memory. The training 
parameters of the experiment: each batch contains 8 images, the momentum 
value is 0.9, the weight decay is set to 0.001, the initial learning rate is set to 0.01, 
with the number of iteration increase gradually decreases the learning rate, the 
model is pre-trained on the ImageNet dataset and then trained on the water me-
ter reading dataset for 50 iterations. 

4.2. Evaluation Indicators 

The metrics used to evaluate the model in this paper are detection time and 
mAP (mean average precision). ap numerically represents the area under the 
precision versus recall curve for each category, while mAP is the average of the 
AP values for all categories. mAP is calculated using the formula (2) 

1
AP

mAP

cN

i
i

cN
==
∑

                        (2) 

where cN  is the number of detection categories; the formula for AP is (3) 

( )1

0
AP dP R R= ∫                        (3) 

where P is the precision and R is the recall, calculated as (4) and (5) 

TPP
TP FP

=
+

                        (4) 

TPR
TP FN

=
+

                        (5) 

In this equation TP is the number of detected frames with IOU (intersection 
over union) > 0.5, FP is the number of detected frames with IOU < 0.5, and FN 
is the number of correct targets not detected. 

https://doi.org/10.4236/jcc.2024.123001


L. Y. Sun et al. 
 

 

DOI: 10.4236/jcc.2024.123001 9 Journal of Computer and Communications 
 

4.3. Experimental Results and Analysis 

In order to increase the training accuracy of the algorithm and reduce the num-
ber of training iterations, we use a migration learning approach to let the model 
be pre-trained on the ImageNet dataset first, and then trained on the water me-
ter readings dataset for 50 iterations. Figure 9 shows the loss function curve and 
learning rate curve of the improved Faster R-CNN algorithm trained on the wa-
ter meter readings dataset, which shows that the training loss is gradually re-
duced. Figure 10 shows the mAP curve of the improved Faster R-CNN algo-
rithm verified on the validation set, and the algorithm recognition accuracy can 
reach more than 91% after about the tenth training iteration. From these two 
figures, it can be seen that the improved Faster R-CNN model learns better and 
has higher recognition accuracy. 
 

 

Figure 9. Training loss and learning rate.  
 

 

Figure 10. Validation set mAP.  
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In order to investigate the enhancement of each innovation point on the effect 
of recognizing water meter digits, three different experiments were set up and 
the results are shown in Table 2. Experiment 1 is an experiment using the origi-
nal Faster R-CNN on the homemade water meter readings dataset, and the fea-
ture extraction network of the algorithm is ResNet50. Experiment 2 is to use 
ResNet50 plus FPN as the feature extraction network, and other things remain 
unchanged, and the mAP improves the accuracy of the mAP by 5.1% than that 
of the original Faster R-CNN algorithm. Experiment 3 is based on experiment 2, 
replacing ROI Pooling in Faster R-CNN with ROI Align, other things remain 
unchanged, and the mAP is improved by 3.5% over experiment 2. The experi-
mental test results are shown in Table 2. 

Experimental comparisons using the improved Faster R-CNN algorithm in 
this paper with the Faster R-CNN, SSD, and YOLOv5 algorithms were con-
ducted, focusing on comparing the mAP and the detection time of a single photo 
of the four algorithms. From the experimental results shown in Table 3, it can 
be seen that the mAP of the improved Faster R-CNN algorithm is 8.6% higher 
than that of the Faster R-CNN in terms of accuracy, and the detection speed is 
not much different. The mAP of the improved Faster R-CNN algorithm is 31.5% 
and 6.4% higher than that of SSD and YOLOv5, respectively, and although the 
recognition speed is slower than that of SSD and YOLOv5, it can also satisfy the 
speed requirement for the task of automatically recognizing the numbers in the 
water meter. The experimental results prove that the improved Faster R-CNN 
algorithm can achieve higher detection accuracy while meeting the speed re-
quired for remote meter reading. 

Three images were randomly selected in the test set to be detected using SSD, 
YOLOv5 and the improved Faster R-CNN algorithm in this paper, and the test 
results are shown in Figure 11. As can be seen from the three algorithms, the 
SSD algorithm, YOLOv5 algorithm for the “intermediate state” of the number of  
 
Table 2. Comparison of detection results of Faster R-CNN algorithm with different 
schemes. 

Different programs mAP (%) 

Experiment 1 83.2 

Experiment 2 88.3 

Experiment 3 91.8 

 
Table 3. Comparison of recognition results of different algorithms. 

Different algorithms mAP (%) T (s) 

Faster R-CNN 83.2 0.064 

SSD 60.3 0.016 

YOLOv5 85.4 0.024 

The algorithms in this paper 91.8 0.071 
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(a) SSD                      (b) YOLOv5             (c) Improved Faster R-CNN  

   
(d) SSD                     (e) YOLOv5              (f) Improved Faster R-CNN 

   
(g) SSD                      (h) YOLOv5              (i) Improved Faster R-CNN  

Figure 11. Comparison of detection results of different algorithms. 
 

leakage, wrong detection and multi-detection of the situation, the “complete 
number” also exists in the case of low detection accuracy. The improved Faster 
R-CNN algorithm in this paper has higher recognition accuracy for water meter 
numbers, and can better recognize the “intermediate state” and “complete state” 
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numbers, which can achieve the accuracy of remote meter reading technology 
for automatic identification of water meter numbers. 

5. Conclusion 

Aiming at the shortcomings of low detection accuracy and poor generalization 
ability of the traditional water meter digit recognition algorithm, an improved 
Faster-RCNN algorithm is proposed in this paper. In order to improve the de-
tection accuracy of the model for small numbers, ResNet50 combined with FPN 
instead of ResNet50 as the feature extraction network can extract richer seman-
tic information. In order to solve the error generated by the two rounding oper-
ations of ROI Pooling in the arithmetic process, ROI Align is used instead of 
ROI Pooling, which can make the candidate regions more accurately mapped to 
the feature map and further improve the detection accuracy of the model. The 
improved Faster-RCNN algorithm can reach 91.8% detection accuracy on the 
homemade water meter digit recognition dataset, and it also has a high recogni-
tion rate for “intermediate state” characters. However, the improved Faster- 
RCNN algorithm still belongs to the two-stage target detection algorithm, and 
the detection speed is not as fast as the single-stage target detection algorithm, 
and the algorithm will be further researched in the future in terms of real-time 
detection, so as to make the model have better detection effect. 
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