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Abstract 
Artificial intelligence in general and software agents in particular are recog-
nized as computer science disciplines that aim to model or simulate so-called 
intelligent human behaviors such as perception, decision-making, under-
standing, learning, etc. This work presents an approach to designing a generic 
Intelligent Agent that can be used in a multi-agent system to solve a complex 
problem. The generic agent that is proposed can be instantiated as a concrete 
agent, which is enabled with learning and autonomy capabilities by using Ar-
tificial Neural Networks. To highlight the generic aspect, the proposition is 
instantiated to be used in agriculture, health and education. The instantiated 
software agent applied in agriculture can process images in real time and 
detect defect on plants’ leaf. In the health field, the agent process image to di-
agnose breast cancer. When applied in Education, the agent can load an im-
age of a student’s script and grade it. The performance of the designed agent 
system has the same accuracy as that of the respective neural networks used 
to instantiate them. In the educational field, the software agent has an accu-
racy of 98.9% and in the health field, it has an accuracy of 99.56% while in the 
agricultural field, it has an accuracy of 97.2%. 
 

Keywords 
Artificial intelligence, Abstract Agents design, Formal Neurons  
Interconnection, Multi-Agent System 

 

1. Introduction 

The growth in size and heterogeneity of computer systems, observed for more 
than twenty years, has led computer science research to take an interest in and 
develop systems composed of several entities among which are distributed com-
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plex tasks to be performed. This system design approach, called the distributed 
approach, has developed in different branches of computer science. Thus, from 
Artificial Intelligence (AI) was born Distributed Artificial Intelligence (lAD) 
which itself generated Multi-Agent Systems (MAS). To successfully improve 
their information system and succeed in their process automation project, com-
panies call on IT engineering service companies (SSII). In order to help their 
customers automate their process by detecting the anomalies present there and 
identifying opportunities to improve their productivity, IT services companies 
need an approach and a tool that makes it possible to represent the different 
types of requirements required. 

Business and production process automation is an alternative to IT engineer-
ing service development. Indeed, this method allows business experts to quickly 
and iteratively define and execute the business logic they need. In this case, the 
business logic translates into sets of service, rules, or workflows, rather than ap-
plication functions. These rules and processes are then executed by an engine in 
response to certain conditions or events [1] [2] [3]. This engine is in most cases 
specific to a business domain [4] [5] [6]. The question that emerges here is how 
to produce a generic engine independent of the business domains. One solution 
is the development of an adaptive intelligent agent, capable of enriching its 
knowledge following a learning process using Machine Learning (ML). 

ML is a sub-field of Artificial Intelligence that focuses on the development of 
models capable of representing certain characteristics of the world around us, of 
learning certain statistical properties of the distributions of the data they process, 
in order to accomplish various tasks. The relationship to intelligence comes from 
the ability of these models to generalize, i.e. to extract relevant information from 
data studied over the course of an updating process called training, and to know 
how to reuse it effectively on new data never encountered before. 

A Multi-Agent System (MAS) is composed of several autonomous subsystems 
called agents, each of which has its own activity and information. The general 
behavior of the MAS is then linked to the combined activity of all its agents and 
the performance of a task may involve several officers. This distribution requires 
that each agent can locally perform the task (or sub-task) assigned to it, but also 
that it can coordinate with other agents if it is necessary to manage dependencies 
between the sub-tasks or if it needs functions provided by other agents. An agent 
is a software component, a computer module or an autonomous virtual entity 
which is able to act in an environment, to communicate directly with other 
agents, to make decisions and has a behavior which tends to satisfy its objectives, 
taking into account the resources and skills at its disposal, and according to his 
perception, his representations and the communications it receives. There are 
various classifications for agents, we have chosen to present the typology estab-
lished in [7] which relates to the properties of agents (see Figure 1). In this 
work, the smart agents area of [7] is used. For the support of IT engineering ser-
vice companies, intelligent agents seem more appropriate to us, given their 
strong adaptability. A decade ago, efforts were made to improve Multi Agent  
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Figure 1. Typology according to the properties of agents. 

 
Systems methodologies by tailoring to fit specific purpose and adapt in the new 
environment of Internet of Things. In [8], the authors have proposed a generic 
methodology to design MAS for IoT. The benefit of tailoring methodology is to 
avoid spend time and resources on activities that may not be essentials to the 
project under development. In [9], the authors have proposed simple agents 
having the functions of observation, decision and action, and possess their own 
knowledge. The obtained agents are modelled as bio-dynamic objects that enjoy 
the properties of fusion, division and multiplication. Being aware of the context, 
the proposed agents interact to form potential regional transitory communities, 
called regions. Being aware of their belonging in a region, agents interact by ge-
nerating virtual links (virtual extensions). These links produce: fusion, division, 
multiplication of agents. Claudio Urrea et al. [10] have designed Intelligent 
agents to drive the virtual automobile in the Unity platform, and they are trained 
using imitation or reinforcement. In learning by reinforcement, a reward func-
tion that stimulates the intelligent agent to exert a soft control over the virtual 
automobile is designed. The learning mechanism is divided into many steps. In 
the training step, the agents are in a scenario that simulates a four-lane highway 
while in the test step, they are located in unknown roads created based on ran-
dom spline curves. Samuel H. Christie et al. have proposed in [11] a MAS called 
Mandrake for programming fault tolerant decentralized applications. An un-
reusable agent architecture is present and each agent is manually built according 
to this architecture. Buse DP Sun et al. [12], propose architecture based on mo-
bile agents for the integration of data in a system structured in substations. In-
grand et al. [13], have proposed an agent architecture for reasoning and control 
in a real-time system. Noulamo et al. [14], have proposed a software agent for 
monitoring plant diseases in precision agriculture. 

These propositions can only be used in a single context. For example, it is not 
possible to use the same agent from [14] for the diagnosis of plants in phytopa-
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thology and for the assessment grading process in the educational field. This 
paper addresses an agent able to mutate in several domains, with a simple con-
figuration and adaptation. 

The generic architecture of an intelligent agent is capable of being made con-
crete in specific domains, by a simple configuration and adaptation. The muta-
tion is a non-automatic operation, which consists of passing from an abstract 
agent to a concrete agent. The learning and autonomy capacities of our agent are 
given by the use of Artificial Neural Networks. The abstract modules of the agent 
architecture are made concrete through the Multi-Layer Perceptron (MLP) pa-
rameters used (eg. Base of weights “W”, activation function “f()”, pre-processing 
function “g()”). The concrete agents resulting from this approach are used to 
implement the services belonging to a (SSII), and integrate them into a mul-
ti-agent system to solve more complex problems. This work is organized into 5 
sections. After this introduction, Section 2 covers the presentation of the archi-
tecture of the automation agent. In Section 3, the results are applied to a few 
areas of industry: the automation of diagnosis in plant pathology and the auto-
mation of grading process in the education system. Section 4 presents some of 
the results obtained and the resulting discussions. Section 5 concludes the work, 
followed by some perspectives. 

2. Generic Agent Architecture 

An agent architecture is the software (or hardware) structure which, from a set 
of inputs, produces a set of actions on the environment or on other agents. In 
other words, an agent architecture is a particular methodology for the construc-
tion of this agent. 

The design methodology used is almost following for the case of agent archi-
tecture, the Prometheus model which is in fact a variant of the waterfall model 
readjusted for agent engineering. In the System Specification phase, the real-world 
problem is tackled. The system goals, the functional descriptors and the possible 
actions and percepts of the future agents are developed. The generic model is 
obtained from the specification phase and the agent designed is of BDI (Be-
liefs-Desire-Intention) architecture (Figure 2). 

The knowledge from the domain is put in place in the local knowledge data-
base and later coin with the architecture of the learning process. Both parts pro-
duce the structure of the generic neural agent. The detailed phase is intended to 
produce the agent overview with the processes having their plans and capability 
descriptors. The neural part is decided with the type of neural to be built (MLP). 
The generic agent with the specific architecture and knowledge will produce at 
this level the specific domain agent. The architecture of our mutant agent named 
MUTAG is presented below. The architecture of our mutant agent is composed 
of five modules that interact to provide the expected service. 

2.1. Pre-Processing Module 

The Pre-processing module: It implements a denoising auto-encoder, whose role  
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Figure 2. Generic agent architecture. 

 
is to reconstruct the data from the acquisition module in order to extract the 
characteristics deemed relevant. 

The pseudo code that this module implements is given in Algorithm 1. 
 

 
 

This algorithm extracts from the image “X” provided as input, the characteris-
tics deemed relevant to the domain. Its principle consists in extracting 
sub-matrices from the initial matrix “X” by performing a sliding of step value 
“step” from left to right and from top to bottom. The function “g()” of line 5, is a 
generic function that aggregates the data base to produce the desired characte-
ristics. The developer adapts the agent to the target domain by modifying the 
implementation of this function. 
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2.2. Processing Module 

The processing module implements a multi-layer perceptron, which is trained to 
classify the input signal according to the characteristic coming from the pre- 
processing module. Figure 3 below defines its structure. In this figure, ,

k
i jW  are 

the weights of the layer k of our MLP. These weights are presented in a matrix of 
size M × N where M is the number of output and N-1 is the number of inputs of 
layer k. 

Its specification is given by Algorithm 2. 
 

 
 

This algorithm takes as input a neural network materialized by the weights 
“W” of the neurons, a source image “X” and performs forward propagation of 
the weighted inputs to produce the outputs. The function “f()” of line 4, used as 
an activation function, extracts the correct output from the result vector. The 
developer adapts the processing module to the target domain by modifying the 
implementation of this function. 

2.3. Control Module 

A multi-agent system (MAS) is distinguished from a collection of independent 
agents by the fact that the agents interact in order to jointly perform a task or 
jointly achieve a particular goal. Agents can interact by communicating directly 
with each other or, through another agent or even by acting on their environ-
ment. The control module is responsible for ensuring communication between 
agents or with the environment. It is responsible for structuring the information 
from the processing module and transferring it to other agents in the system or 
transmitting it to the end user. 

2.4. Configuration Module 

The configuration module is responsible for adapting the behavior of the 
processing module to the new domain. Indeed, the weights that accompany our 
PMC are stored in a database. The configuration module extracts from this da-
tabase the parameters to configure the PMC and make it transfer to the new 
domain. Figure 4 is an extract from the Mutant database structure. 

The Algorithm 3 below is used to extract the project’s weights in our database. 
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Figure 3. Structure of the MLP used. 

 

 
Figure 4. Extract of the database. 

 
This algorithm extracts the parameters from the database modeled in Figure 

4, in order to make the agent usable in the new domain. It takes as parameter the 
project identifier. Line 1 calculates the number “N” of network layers. Line 3 
calculates for each layer the number “M” of neurons of the layer. Line 5 extracts 
from the “Is-Connected-To” table the weight between inode  and jnode . 

3. Some Applications of the Proposed Procedure 

Our approach is applied on three areas, the automation of grading process in the 
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field of education, the diagnosis in plant pathology in the agricultural field and 
in the health domain. 

3.1. Agriculture Domain Apply 

Improving agricultural productivity is an effective factor in economic growth 
and poverty reduction, both inside and outside the agricultural sector. Tomato 
production is a high impact production branch in this sector. It’s one of the 
most cultivated and consumed vegetables in the world because of its short pro-
duction cycle with high yield and its nutritional and therapeutic properties [15]. 
However, this crop faces phytosanitary problems (viruses, bacteria, and fungi), 
which considerably reduce its productivity [16] [17]. The proposed model per-
forms the DDI of tomato from the images of tomato leaves or the videos from 
cameras installed in the farm. 

3.2. Health Domain Apply 

Breast cancer is really a public health reality for woman and earlier detection in-
creases the chances of it being cure. Even for specialists, diagnosing breast can-
cer at an early stage can be challenging because the symptoms are subtle, varia-
ble and Computer-Aided Diagnosis systems can be extremely useful. Machine 
Learning techniques are available for decision support system. However, im-
proving the performance of such system is a challenging task. In this study, a 
machine learning technique for breast cancer classification is implemented [18]. 
The proposed approach uses noisy training data augmentation through nearest 
neighbour interpolation with noisy class label [19]. This model was tested on the 
Wisconsin Breast Cancer (original) dataset and Multi-layer Perceptron (MLP). 

3.3. Application in the Educational Field 

Multiple Choice Questions (MCQ) or Unique Choice Questions (UCQ) has 
proven to be an objective, fair and efficient assessment process in an environ-
ment where one wants to select a few candidates out of thousands of applicants, 
such as entrance examinations. Thanks to information and communication 
technology tools that reduce the number of participants in the marking process, 
this form of assessment is now automated and accessible online. However, due 
to the lack of infrastructure and maintenance, online assessment under such 
conditions cannot yet be applied in all countries of the world and traditional 
paper-based assessment still has a bright future ahead. Multiple forms for auto-
matic grading of MCQ are available [20] [21]. In the exam database, each candi-
date name is associated with a special code called an anonymity number which is 
pending the corresponding grade. The proposed model makes possible the au-
tomatic correction of MCQ paper form and reporting of the grade. 

4. Results and Discussions 
4.1. Significance of the Study 

In order to automate many tasks in Business Processes, an architecture suitable 
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for a generic agent which is then mutated in a specific agent depending on the 
domain specification is designed. The intelligence of the agent comes from the 
embedded ANN. After a training of the ANN of a specific domain, the weights 
are collected and saved in a file and transferred in a database in the configura-
tion step. The weights of the ANN are loaded from a database which structure is 
presented in Figure 4. Another result is the instantiation of the generic agent in 
the agriculture and education field. 

4.2. Pre-Processing Results 

In the educational field, our pre-Processing module implement an algorithm 
that use the 2D Fast Fourier Transform (2DFFT) and the reduction of the win-
dow size tools to perform the extraction of the receiver fields from the entity 
map lowed to obtain the corresponding final local characteristic in the represen-
tation. Figure 5 shows the local Fourier coefficients obtained for the 7 × 7 image 
with the stride of 2 and a window of size 4. In this example, the square window 
of size 4 is superimposed top left on the image before the computation of the 
2DFFT implements in this case by our function “g()”. For the preservation of the 
image energy, only the magnitude of the 2DFFT is reported. The window is then 
shifted successively by two pixels to the right and successively by two pixels 
(stride) downwards to obtain the required matrix which will undergo normaliza-
tion before being used. 

The local Fourier features representation is a pre-processing technique of our 
function “g()”, which aim to reduce inter-class correlation in the dataset. The 
training loss for the current practice and the local Fourier features as a function 
of the number of iterations weas plotted. The graph in Figure 6 shows the 
training error curve of our approach, tends to zero compared to the traditional 
approach. This reflects the effectiveness of our agent. 

In the Health field, the key results for classification tasks are feature selection, 
which yields smaller discriminant features from the original data. Three ap-
proaches to feature selection were found in literature, including sequential algo-
rithms, randomized algorithms, and exponential algorithms (Uzer et al. 2013). 
The pre-processing module employed Sequential backward selection (SBS) in 
this study, which sequentially removes input features to improve final accuracy, 
which implements our function “g()”. The equation below gives the normalized 
form of features. 

min
nor

max min

F FF
F F

−
=

−
 

where Fnor is the normalized version of feature F and, Fmin and Fmax are respec-
tively the minimum, and the maximum of the feature F. This computation con-
siders each feature column as an array of N samples. The Fourier transform of 
the original feature is the second feature addressed in this approach. In (linear) 
signal processing and control theory, the Fourier transform is one of the most 
often utilized techniques. It converts signals from a time-domain representation 
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Figure 5. An Example of image representation in the frequency domain. 

 

 
Figure 6. The mean square error evolution for handwriting. 

 
x(t) to a frequency domain representation X(v), with the opposite transforma-
tion being feasible. The frequency domain is used to study mathematical func-
tions or signals in terms of frequency rather than time. Transforms are a pair of 
mathematical operators that are commonly used. For periodic signals, 1D Dis-
cete Fourier Transform (1DFT) is appropriate. In the case of a finite-duration or 
discrete-time signal, the 1D Discete Fourier Transform (1DFT) is applied. The 
1DFT of the signal x(0)...x(N − 1) is expressed as: 

( ) [ ]
1

0
exp 2

N

n

nX v X n j
N
µ−

=

 = − Π 
 

∑  

where 0,1, , 1Nµ = −� . 
In the agricultural field, the pre-processing is done using the pre-trained net-

work ResNet101 which implements our function “g()”. Features were extracted 
from the images using transfer learning based on the pre-trained ResNet101 
models implemented by our pre-processing module. Table 1 gives the structure 
of features extracted from our function “g()” and its learning performance. 

Figure 7 shows the mean square error curve during training of our agent 
Pre-Processing with features obtained from ResNet101. The graph shows that  
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Table 1. Structure of features extracted from ResNet101 and learning outcomes. 

N Level ResNet101 
Size Output 

Vect. 
Nbr. Conv. 

Layer 
Learning Perf. 

1 50 2048 16 69.2 

2 100 2048 31 87.5 

3 150 2048 46 87 

4 200 2048 61 87.9 

5 250 2048 76 87.9 

6 300 2048 91 89.4 

7 345 2048 105 97.5 

8 346 1000 105 70.9 

 

 
Figure 7. The mean square error for Phyto-Pathology. 

 
the training error curve of our approach tends to zero compared to the tradi-
tional approach. This reflects the effectiveness of our agent in term of learning. 

4.3. Configuration Results 

The configuration of our agent according to a new domain requires the creation 
of a new project. Project parameters such as weight are then saved. Figure 8 and 
Figure 9 are the project and weight settings registration forms. 

4.4. Classifier Results 

In the educational field the classification algorithm is done by the multi-layer 
perceptron (MLP), associated with “Sigmoid function” as activation function 
that present our function “f()”. MLP represents the fully connected layer to per-
form the classification. 

Figure 10 shows the behavior of the test accuracy with the evolution of the 
number of iterations. On the test set, the precision curve of the proposed ap-
proach is above the precision curve of the commonly used method. This shows  
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Figure 8. Project form and project weight form. 

 

 
Figure 9. Project form and project weight form. 
 

 
Figure 10. Handwriting behavior of the test accuracy. 

 
that our proposed agent is more effective than the common approach. The ac-
curacy obtained is 98.9%. 

In the health field, Artificial Neural Networks (ANN) is used to implement 
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our function “f()”. The sum of the inputs xi is applied to the activation function, 
which produces a result based on the sum. Synaptic connections between bio-
logical neurons are simulated by the wi. 

0
1

n

j j
j

y f w x w
=

 
= + 

 
∑  

The perceptron is defined by: n inputs noted ( 1, , nx x� ) representing the 
components of the data acquired as input; n weight ( 1, , nw w� ) reflecting the 
synaptic connections between neurons; and n outputs noted ( 1, , nx x� ). A bias 
w0 is the value from which the neuron is active, as well as an activation function 
and an exit y. The MLP architecture used includes a hidden layer of 10 neurons. 
For the best results, the maximum amount of noise applied is 0.112 and the 
maximum precision achieved is 99.56 percent. 

In the agricultural domain, the classification is done by the multi-layer per-
ceptron which implements our function “f()”. The MLP architectures used here 
have 400 neurons in the hidden layer and 10 neurons for the output layer 
representing each class of tomato leaf disease. The results in Table 2 show the 
mean values of the True-Positive (TP), True-Negative (TN), False-Positive (FP), 
and False-Negative (FN) values for each class and the performance parameters. 

Figure 11 illustrates the accuracy of the test set during the learning of the 
network with features obtained from ResNet101 at level 345. Analysis of these 
results shows that after MLP training, the features extracted at level 345 from the 
pre-trained model ResNet101 provided a better learning performance with an 
accuracy of 97.2%. 

5. Conclusion 

This paper proposes the architecture of a generic agent, for process automation. 
This architecture is based on several modules; therefore the most relevant is the 
configuration module which allows the use of the agent to be transferred from 
 

Table 2. TP, TN, FP, FN, and performance parameters of our system for each class. 

N Name M. TP M. TN M. FP M. FN Accur. Prec. Recall F1-score 

1 YLCV 840 2058 6 1 99.76 99.29 99.88 99.52 

2 TMV 61 2842 2 0 99.93 96.83 100.0 98.35 

3 Target spot 212 2674 5 14 99.35 97.70 93.81 98.51 

4 Spider mite 267 2628 5 5 99.66 98.16 98.16 98.90 

5 Mold 296 2593 10 6 99.45 96.73 98.01 98.07 

6 S. leaf spot 146 2755 0 4 99.86 100.0 97.33 99.93 

7 Late blight 296 2597 6 6 99.59 98.01 98.01 98.79 

8 No disease 253 2650 0 2 99.93 100.0 99.22 99.97 

9 Early Blight 142 2747 11 5 99.45 92.81 96.60 96.02 

10 Bacterial spot 342 2551 5 7 99.59 98.56 97.99 99.07 
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Figure 11. Phyto-Pathology behavior of the test accuracy. 

 
one domain to another, the pre-processing module which implements a generic 
extraction of relevant parameters from source data in order to facilitate classifi-
cation and the classification module which also implements a generic output 
recognition algorithm. The proposal is applied to diagnosis in plant pathology, 
breast cancer and to the automation of the grading process in education in order 
to better highlight its genericity character. An extract of the results from the im-
plementation in each area is presented. The obtained agents offer performances 
that follow those of the operations implemented by our pre-processing and clas-
sification modules. In the field of education, the agent has achieved accuracy of 
98.9% and in the field of breast cancer diagnosis and agriculture; the accuracy is 
99.56% and 97.2% respectively. 

However, the major limitation of this approach is the fact that our agent only 
accepts images as input to the process. It would have been interesting to use in-
formation other than the images as input. The process of switching from a ge-
neric agent to a specific domain is currently done manually. Our next challenge 
will be to automate this process and Model Driven Engineering seems to us to be 
a potential path. 
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