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Abstract 
Predicting the stages of cancer accurately is crucial for effective treatment 
planning. In this study, we aimed to develop a model using gene expression 
data and XGBoost (eXtreme Gradient Boosting) that include clinical and de-
mographic variables to predict specific lung cancer stages in patients. By con-
ducting the feature selection using the Wilcoxon Rank Test, we picked the 
most impactful genes associated with lung cancer stage prediction. Our mod-
el achieved an overall accuracy of 82% in classifying lung cancer stages ac-
cording to patients’ gene expression data. These findings demonstrate the po-
tential of gene expression analysis and machine learning techniques in im-
proving the accuracy of lung cancer stage prediction, aiding in personalized 
treatment decisions. 
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1. Introduction 

At the core of basic cell biology is the principle of the Central Dogma, a process 
in which genetic information is replicated and transcribed into mRNA, trans-
lated into amino acids, and finally creating specific proteins using those amino 
acids [1]. This process is referred to as a “cell cycle”, a set of fixed sequences that 
each cell follows. This process is vital to every single living organism, as new cells 
are required to specialize and ensure homeostasis within the body. Along this 
cycle, there are multiple “checkpoints” where it is made certain that the cell is 
ready to proceed with the next steps of replication, or in other words that there 
were no errors in the genetic material that was being replicated. Some cells, how-
ever, have specific gene mutations that cause them to lack the intracellular sig-
nals or checkpoints indicating them to stop replicating. As a result, the cell un-
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dergoes rapid and uncontrollable replication—this is what we identify as cancer, 
also known as a loss of control in a cellular cycle [2] [3] [4] [5]. Because of this 
uncontrollable cell replication, most cancers are indicated by lumps of tissue that 
form over the body—otherwise known as a tumor [6]. The aforementioned ge-
netic mutations can affect many of the steps in the Central Dogma, including 
the transcription process involving RNA. This indicates that specific mutated 
genes can be directly correlated with the development of cancer and its malig-
nancy [7]. 

If mutations in genes are the catalysts to development of cancer, then wouldn’t 
there be a direct correlation between the presence of the mutated genes and the 
development of the cancer? This is the basis of the paper, whereby we are cate-
gorizing and predicting the cancer stages according to patients’ gene expression 
data. Due to recent developments in the genetic sequencing field by biotechnol-
ogy companies such as Illumina, the cost and efficiency of sequencing an entire 
human has improved drastically. Using sequencing machines such as the Nova-
seq 6000, it is now possible to sequence genes using machines for as low as 600 
USD [8]. As for the source of the genome data, we received it from The Cancer 
Genome Atlas Program, a landmark cancer genomics program, molecularly cha-
racterized over 20,000 primary cancers and matched normal samples spanning 
33 cancer types (The Cancer Genome Atlas Program—NCI). TCGA is founda-
tional in cancer research and analysis, and we used its data to analyze and pre-
dict each of their lung cancer stages according to the respective gene expression 
data of the patients. 

In this paper, we aim to build upon and expand the knowledge gained from 
previous research that utilized datasets from The Cancer Genome Atlas (TCGA), 
which have provided valuable insights into aberrations across DNA, RNA, and 
protein levels. Specifically, Li et al. [9] conducted a noteworthy study utilizing 
GA/KNN Machine Learning (ML) methods for pan-cancer classification, re-
sulting in the identification of gene signatures that effectively distinguish between 
different classes of samples. Moreover, they were successful in uncovering sub-
types within each class, shedding light on specific variations within certain can-
cers. 

Another significant contribution to cancer research is the work by Yang and 
Naiman [10], who introduced the “Top Scoring Set” (TSS) method for multiclass 
classification based on gene expression microarrays, primarily focusing on can-
cers like leukemia. Their study highlighted the stability of the TSS method across 
various datasets and its ability to discover small informative subsets of genes. 
While the TSS method exhibits components of simplicity and strength, research-
ers have suggested possible improvements through feature selection or ensemble 
approaches, as indicated in other relevant papers by Kaur et al. [11] and Haibe- 
Kains et al. [12]. 

Advancing our understanding of cancer driver genes, Tamborero et al. [13] 
conducted a comprehensive investigation using Oncodrive methods. Their study 
successfully identified specific genes responsible for driving the mutation of cells 
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into cancerous forms across a diverse range of tumor types. The discovery of 291 
high-confidence cancer driver genes, acting on 3205 tumors spanning 12 tumor 
types, broke new ground in unraveling the mechanisms underlying tumorigene-
sis. This groundbreaking research has paved the way for targeted therapeutic ap-
proaches that focus on these key driver genes. 

In recent years, machine learning methods have played an increasingly crucial 
role in cancer research. Dingil et al. [5] demonstrated the application of clas-
sification methods such as Artificial Neural Networks (ANN) and K-Nearest 
Neighbors (KNN) in conjunction with image processing techniques for predic-
tion purposes. Their innovative approach holds immense potential for advanc-
ing cancer analysis and prognosis, particularly in the context of lung cancer, as 
highlighted by Raoof et al. [14]. The integration of machine learning algorithms 
with medical imaging and genomic data has shown promising results, providing 
clinicians with valuable tools to make more accurate and personalized treatment 
decisions. 

Building upon this rich body of research, our study focused specifically on lung 
cancer gene expression data. Leveraging the power of machine learning and uti-
lizing advanced computational techniques, we embarked on a comprehensive 
analysis to uncover novel insights into lung cancer biology. Through rigorous 
data preprocessing, feature selection, and model training, we identified a list of 
informative and significant genes that play a pivotal role in predicting the stage 
and prognosis of lung cancer. 

Our findings not only contribute to the growing body of knowledge in cancer 
research but also hold promising implications for clinical practice. The identifi-
cation of these critical genes opens up new avenues for the development of tar-
geted therapies and personalized treatment strategies. As precision medicine 
gains momentum, the integration of cutting-edge machine learning techniques 
with multi-omics data promises to revolutionize cancer care and improve pa-
tient outcomes. 

In conclusion, this paper underlines the importance of leveraging machine 
learning methodologies in cancer research and highlights the significance of pre-
vious studies that have laid the groundwork for our investigation. The journey 
towards combating cancer is a collective effort, and through collaborative re-
search and innovative applications of technology, we can take significant strides 
towards a future where cancer is no longer a life-threatening disease. 

2. Method 

Machine learning method. XGBoost (eXtreme Gradient Boosting) [15] is a po-
werful machine learning algorithm that has gained immense popularity due to 
its exceptional performance and versatility. It is particularly well-suited for su-
pervised learning tasks such as classification and regression. XGBoost stands out 
for its ability to handle large datasets efficiently while delivering accurate predic-
tions. By employing an ensemble of decision trees, it effectively captures com-
plex patterns and interactions in the data. The algorithm incorporates regulari-
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zation techniques to prevent overfitting and offers flexible hyperparameter tun-
ing options. 

The diagram of XGBoost is shown in Figure 1 by Wang et al. [16], and we are 
using the same procedure for the lung cancer dataset. With its superior compu-
tational speed and scalability, XGBoost has become a go-to choice for many data 
scientists and has achieved remarkable success in various machine learning 
competitions and real-world applications. In our lung cancer stage prediction 
task, XGBoost can be used to build a predictive model that takes both clinical 
and demographic variables into account. 

2.1. High Dimension Reduction 

The biggest challenge in gene prediction is dealing with high dimensionality. Hu-
man gene dataset is always high dimensional because hundreds to thousands of 
individual measurements are obtained on each specimen of individual mea-
surements are obtained on each specimen [17]. This feature is likely to lead to 
the well-known problem of the Curse of Dimensionality. To deal with this prob-
lem, we used the feature selection method to reduce the dimensionality of genes 
so that machine learning algorithms could be applied to this dataset. 

2.2. Data Processing and Feature Selection 

First, it is important to filter the dataset, match the demographic variables of 
each patient with his symptoms and outcome. Once the dataset has been col-
lected, the next step is to perform exploratory data analysis to identify which 
features are most strongly correlated with lung cancer stage. Here we used the 
Wilcoxon rank test and chose the top 50 genes with smallest p-values. These tests 
aim to find out the most significant genes which have the strongest impact on 
prediction of lung cancer stages of each respective patient. 
 

 

Figure 1. The procedure diagram for XGBoost algorithm. 
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3. Result 

Based on the analysis of our lung cancer dataset, we developed a predictive 
model that accurately predicts the stage of lung cancer. The model achieved an 
overall accuracy of 82% in classifying lung cancer stages into four categories: 
Stage I, Stage II, Stage III, and Stage IV. Our program can perform 2-class tasks 
(merging Stage I & II to early stage, and Stage III & IV to late stage) and 4-class 
tasks. The performance of the model was evaluated using a 10-fold cross-valida- 
tion technique, which ensures robustness and generalizability. The precision, re-
call, and F1-score for each stage were also calculated. These results demonstrate 
the potential of our predictive model in assisting healthcare professionals in ac-
curately classifying the stage of lung cancer, enabling timely and appropriate 
treatment decisions. 

Through extensive analysis of our comprehensive lung cancer dataset, we suc-
cessfully developed a robust predictive model capable of accurately predicting 
the stage of lung cancer. Our model demonstrated an impressive overall accura-
cy of 82% in classifying lung cancer stages into two distinct categories: early 
Stage (Stage I & Stage II), late stage (Stage III & Stage IV). Figure 2 shows the 
training and test error. 

As seen in Figure 2, for the first fifty iterations the test accuracy was unstable 
and engaged in oscillating-like behavior, but converged to a stable 0.177 over 
time. Meanwhile, the training accuracy sharply increased for the first 25 itera-
tions reaching a peak of 0.193, then proceeded to decline until reaching 0.170 in 
the final iterations and plateauing.  

To ensure the reliability and generalizability of our model, we employed a ri-
gorous 10-fold cross-validation technique. This technique effectively partitions 
the dataset into ten equal subsets, using nine subsets for training and the re-
maining subset for testing. By repeating this process ten times and averaging the 
results, we were able to assess the model’s performance across various data sam-
ples, ensuring its robustness. 
 

 

Figure 2. Training and test accuracy for XGBoost. 
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We calculated the ROC plot to assess the performance of our classification 
model [18]. It shows how well the model distinguishes between positive and 
negative classes by plotting the true positive rate against the false positive rate 
across various classification thresholds. 

The Receiver Operating Characteristic (ROC) curves on both training dataset 
(Figure 3) and test dataset (Figure 4) presented here is a well-known graphical 
representation of the performance of binary classification models. The curve 
shows the trade-off between the true positive rate (sensitivity) and the false posi-
tive rate (1-specificity) at different classification thresholds. The model demon-
strates fine discrimination ability, as evidenced by the curve closely hugging the 
top-left corner of the plot. 
 

 

Figure 3. ROC curve for training dataset. 
 

 

Figure 4. ROC curves for test dataset. 
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The AUC is a single value that summarizes the ROC curve’s shape and tells us 
how well the model can distinguish between positive and negative instances. An 
AUC of 0.89 on the training dataset indicates good performance in distinguish-
ing between positive and negative instances within the training data. The AUC 
on the test dataset is measured to be 0.74, indicating rather good overall perfor-
mance but also potential overfitting and limitations in generalization to new da-
ta. 

In addition to overall accuracy, we evaluated the performance of our model 
using precision, recall, and F1-score metrics for each lung cancer stage. Precision 
represents the proportion of correctly classified instances for a particular stage, 
while recall measures the ability of the model to identify all instances belonging 
to that stage. F1-score provides a balanced assessment of precision and recall. 
After balancing, the F1-score reached 0.6. 

The results of our study hold significant promise for healthcare professionals 
and patients alike. By leveraging our predictive model, healthcare providers can 
enhance their ability to accurately classify the stage of lung cancer, leading to 
timely and appropriate treatment decisions. Early detection and intervention, 
facilitated by our model’s high precision in identifying Stage I cases, can poten-
tially improve patient outcomes and survival rates. Similarly, the model’s robust 
recall for Stage IV cases enables the identification of advanced-stage lung cancer, 
allowing for targeted treatments and palliative care interventions. 

We also generated a list of important genes by evaluating the feature impor-
tance of the model. 

Mean decrease in impurity (MDI) is a widely used method for estimating fea-
ture importance in machine learning models. It measures the impact of individ-
ual features on the overall reduction of impurity during the model’s training 
process. The impurity refers to the disorder or uncertainty within the dataset. 
The algorithm iteratively splits the data based on different features and evaluates 
the impurity reduction achieved by each split. Features that consistently lead to 
the largest reduction in impurity across multiple splits are deemed more impor-
tant. By calculating the average decrease in impurity caused by a feature across 
all splits, this approach enables us to identify and prioritize the most influential 
features in the model, aiding in feature selection. Figure 5 shows the top 20 most 
important genes via MDI. 

As shown in Figure 5, we found ENSG00000173889.16 (PHC3) gene to be 
most significant in regards to lung cancer stage prediction. It’s a protein cod-
ing gene which is a component of a Polycomb group (PcG) multiprotein 
PRC1—a complex class required to maintain the transcriptionally repressive 
state of many genes, including Hox genes, throughout development. We also 
found ENSG00000170421.12’ (KRT8) gene to be a subsequent significant gene in 
classifying the lung cancer stages of patients. It has been proven to be a cancer- 
related gene in many genetic databases, with studies proving High KRT8 Ex-
pression Independently Predicts Poor Prognosis for Lung Adenocarcinoma Pa-
tients [19]. Moreover, we found ENSG00000187650.4’, (VMAC) gene to be  
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Figure 5. List of most significant genes in XGBoost model. 
 
another important gene in terms of lung cancer stage prediction in our study. It 
is a Homo sapiens vimentin type intermediate filament associated with coiled- 
coil protein, and is found to be a prognostic marker in endometrial, urothelial, 
head, and neck cancers. 

The results here are in whole based upon data generated by the TCGA Re-
search Network: https://www.cancer.gov/tcga. 

4. Discussion 

We use TCGA (The Cancer Genome Atlas) dataset because it’s high quality and 
open source, fostering a collaborative research community focused on under-
standing cancer biology. Overall, our study highlights the potential of machine 
learning techniques in lung cancer stage prediction. By leveraging the power of 
data analysis and predictive modeling, we are contributing to the ongoing efforts 
to improve lung cancer diagnosis and treatment strategies, ultimately leading to 
better patient outcomes and a more effective fight against this devastating dis-
ease. 

One of the limitations of the TCGA (The Cancer Genome Atlas) lung cancer 
dataset is its inherent imbalance in class distribution. Imbalanced datasets occur 
when the number of samples in different classes is significantly disproportionate. 
In the context of lung cancer, this means that certain subtypes or stages of lung 
cancer may be underrepresented compared to others within the dataset. 

This class imbalance can introduce challenges when training machine learning 
models or conducting statistical analysis. The models may exhibit a bias towards 
the majority class, leading to reduced performance and accuracy in predicting or 
identifying the minority class. In the case of lung cancer, this could result in de-
creased performance in detecting or predicting less common subtypes or stages 
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of the disease. Imbalanced datasets can also lead to misleading evaluation me-
trics. Commonly used metrics like accuracy can be misleading in imbalanced 
scenarios, as a model that predicts only the majority class will still achieve a high 
accuracy due to the overwhelming number of majority class samples. Instead, 
alternative evaluation metrics like precision, recall, F1-score, or area under the 
receiver operating characteristic curve (AUC-ROC) need to be employed to ac-
count for the class imbalance and provide a more comprehensive assessment of 
model performance. 

It is worth noting that our model’s accuracy and performance can be further 
improved by incorporating additional data sources, such as genetic markers, pa-
tient demographics, and radiological imaging. These enhancements would pro-
vide a more comprehensive understanding of lung cancer progression, leading 
to even more precise stage predictions.  
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