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Abstract 
Although Artificial Intelligence (AI) and Machine Learning (ML) are attract-
ing a lot of scientific and engineering attention nowadays, nothing up to now 
has been achieved to reach the level of building machines that possess hu-
man-like intelligence. Though, the engineering community continuously claims 
that several engineering problems are solved using AI or ML. Here, it is ar-
gued that engineers are not being able to build intelligent machines, implying 
that the systems claimed to have AI/ML belong to different engineering do-
mains. The base of the syllogism is the existence of four main obstacles on 
which extensive elucidation is performed. In addition, attempt to clear out the 
developed confusion, mis-use and ab-use of the phrases “Artificial Intelli-
gence” and “Machine Learning” by scientists and engineers is carried out. Fur-
thermore, mathematical, and philosophical approaches are also mentioned 
that strengthen the argument against AI implementability as part of the whole 
syllogism. Finally, an alternative approach (not being unique) is suggested 
and discussed for performing research on AI and ML by the engineers. It is 
based on complexity theory and non-linear adaptive systems and provides the 
benefit of eliminating the before mentioned pragmatic and philosophical ob-
stacles that engineers are facing and ignoring, without creating confusion on 
this scientific endeavor.  
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1. Introduction 

It is evident that Artificial Intelligence (AI in short) has attracted a lot of atten-
tion from the scientific and engineering community in the last decade. Lots of 
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effort, time, resources, and money have been invested in order to implement 
versions of AI in different applications. This observation is reflected by Zhang et 
al., in their annual report (Zhang et al., 2022). Although AI research has been per-
formed since 1950s, it never reached the level of high interest from the scientific 
and engineering community until the recent years. Since about 2010, three ma-
jor factors created the infrastructure for boosting AI research. Mainly, the de-
velopment of microelectronics especially the Graphical Processing Units (GPU), 
the enormous amount of data generated and stored in internet (but also the 
growth of internet itself as well), and the advancement of mathematical algo-
rithms related with deep learning created the necessary tools for resuscitating the 
AI research and development. Furthermore, old ideas were reinvigorated sup-
porting an extra boost in AI R&D. GPUs were transformed into AI accelerators, 
new neuromorphic devices with different designs appeared in the market. In ad-
dition, software development tools such as CUDA and Tensor Flow (to name 
few) were built, and new AI/ML libraries for high level programming languages 
have been introduced (e.g. Python AI) for assisting the engineers to utilize con-
cepts that exist in AI, mainly Artificial Neural Networks (Russel & Norvig, 2021; 
MSV, 2018; Trends, 2020). 

But even with the enormous shift of scientists and mostly of engineers to-
wards AI, the ability of humans to build a machine that possesses intelligence 
has not been achieved yet.  

This study analyzes the reason behind the inability of engineers to create AI 
systems and proves that engineers are not able to make it happen. Four main 
points are presented to prove that engineers cannot build intelligent machines 
with the current research and development (R&D) approach. In addition, due to 
the puffery in the recent years on AI products, an attempt to clear out the confu-
sion, the misuse and abuse of the phrase “Artificial Intelligence” and “Machine 
Learning” (ML), is conducted. Furthermore, the influence of this puffery on the 
society is mentioned. So, part of this study is to increase the awareness of this 
phenomenon to the public and bring to its attention several consequences that 
appear in sociopolitical level and in the quality of scientific outcomes. Finally, as 
a non-unique solution for avoiding all the previous issues, this study provides an 
alternative approach for conducting AI R&D, which engineers can also perform. 

It is important to note, that the proof, the clarification and the description of 
AI and ML will be performed from the engineering perspective. The reason be-
hind is that the implementation of AI for assembling a final AI/ML product, ne-
cessitates the utilization of engineering. 

The first part of the paper is to introduce the fundamental problems that exist 
in AI from engineering perspective. In other words, the problems that an engi-
neer does have as obstacles, for not being able to build intelligent machines. In 
addition, some clarification about the terms AI and ML used in literature and 
their connection with real life applications is performed and criticized. The 
second part discusses the syllogism behind, and some additional explications 
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and remarks are noted. The last part is to propose and discuss an idea of how to 
progress on the R&D of AI. Focus will be on human intelligence and how ma-
chines will be able to approach as much as possible its level that eventuates in 
human. All main parts in the paper include some philosophical aspects on this 
matter as well. The reason is to strengthen the syllogism that is used for the 
proof of the main objective. 

Before proceeding to the rest of the paper, it is important to clarify some is-
sues about “intelligence”, and “Artificial Intelligence” in order not to create 
confusion and to develop a common ground of understanding. In this paper, the 
word “intelligence” relates to human intelligence with all the vague, abstract, and 
probably still unknown characteristics that exist in human brain and mind. It is 
not only collecting information, processing, and acting based on the result of the 
processed information, as it happens in data handlers, or in robots for example. 
The word “intelligence” in this paper is embracing concepts of a larger field than 
the one is used in engineering and science at the current time. Some of these 
fields are “understanding”, “learning”, “adaptation”, “causation”, “cognition” to 
name few. The phrase “Artificial Intelligence” is referred to the technology for 
building machines that possess human intelligence. It is not referred to the 
technological advances that occurred under the umbrella of Artificial Intelli-
gence (AI) research and development in the last almost 60 years. This paper does 
not criticize the technological advances due to AI in which the author acknowl-
edges and respects. But it does criticize the way that research and development is 
performed mostly by a significant number of engineers and scientists in AI 
R&D, and the claims that specific problems have been solved utilizing AI tech-
nology in which fallacy is present. It does not accept that the commonly used 
term “ML” in published works is related with the actual “learning” that occurs in 
human brains, or the “training” that is related with the actual educational system 
utilized for tutoring or instructing human brains, connecting them with tech-
nology and eventually with machines. This is part of the criticism as well. Fur-
thermore, it reveals the magnitude of confusion and misinterpretation one can 
find in policy makers or decision mechanisms when new laws or rules are for-
mulated for regulation issues on technological products. For if we are targeting 
to build intelligent machines then more work on fundamental level must be 
performed and we are still far away for reaching this objective. The criticism is 
from engineering (hence pragmatic) perspective, although references to some 
philosophical aspects are mentioned. In addition, the author does not have the 
will and intention to criticize specific people or group of people. The target is 
not the human, but the procedures or methodologies used and the deployed way 
of thinking. For this reason, reference to specific papers when criticism happens 
is avoided as much as possible, although if requested the author can provide 
them. Furthermore, AI and ML have already started to be utilized in space ap-
plications as well. This paper is also targeting the space scientists and space en-
gineers for providing a realistic perspective of AI and ML, and to build the basis 
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on which research and development on AI and ML would provide reasonable, 
practical, and pragmatic results for space projects. 

2. The Four Obstacles 
2.1. Obstacle 1: What Is AI? The Main Problem in AI Research for  

Engineers 

In science and engineering activities, the starting point is usually the definition 
of words used in the scientific questions and hypothesis during research and en-
gineering pursuits; especially when describing or introducing new notions or 
ideas in Research and Development. Regarding the AI, there are several defini-
tions depending on the branch of science or engineering. Below there are some 
definitions found in dictionaries, internet, AI literature, and official scientific/ 
engineering bodies. Note that in AI literature there is no specific definition, but 
usually, as it is sometimes claimed, is an attempt to define AI. A famous official 
attempt happened in 1994, where 52 psychologists signed a document with an 
agreed definition of the term intelligence. The published definition is “Intelli-
gence is a very general mental capability that, among other things, involves the 
ability to reason, plan, solve problems, think abstractly, comprehend complex 
ideas, learn quickly and learn from experience”. Note that in this workshop 
about 100 scientists participated but 52 signed the document (almost 50%; no 
consensus occurred) (Gottfredson, 1997). Another example is from Russel and 
Norvig (Russel & Norvig, 2021). There, it is avoided an explicitly definition for 
AI to be provided. An indirect method seems to be followed, in which a pair of 
dipoles is presented (human vs rational and thought vs behavior). Though in the 
preface, explicitly is mentioned that “We define AI as the study of agents that 
receive percepts from the environment and perform actions”. Both approaches 
are not compatible and irrelevant to each other. Especially for the last statement 
in the preface, a PID controller (machine that is used a lot in automation, e.g. 
food production, propulsion systems, electrical motors, etc) can be considered as 
an (intelligent) agent since through its sensors perceives the environment and 
through its actuators performs actions to the system under control. Which is 
exactly what the definition of “agent” is claimed to be. Consequently, either sim-
ple controllers (such as the PID) are in the domain of AI meaning that already 
AI is utilized in real world applications, or AI is something more than just an 
input-output system only, and more research in fundamental level is necessary.  

As mentioned before, some definitions of AI are: 
“Artificial intelligence (AI), also known as machine intelligence, is a branch of 

computer science that focuses on building and managing technology that can 
learn to autonomously make decisions and carry out actions on behalf of a hu-
man being.” (Artificial Intelligence (AI), 2021) 

“The capacity of computers or other machines to exhibit or simulate intelli-
gent behaviour; the field of study concerned with this. Abbreviated AI.” (Artifi-
cial intelligence, 2022) 

“the study of how to produce machines that have some of the qualities of the 
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human mind has, such as the ability to understand language, recognize pictures, 
solve problems, and learn” (Artificial Intelligence, 2022) 

or 
“computer technology that allows something to be done in a way that is simi-

lar to the way a human would do it” (Artificial Intelligence, 2022) 
“Artificial intelligence (AI) is intelligence demonstrated by machines, as op-

posed to the natural intelligence displayed by animals including humans. Lead-
ing AI textbooks define the field as the study of “intelligent agents”: any system 
that perceives its environment and takes actions that maximize its chance of 
achieving its goals.” (Wikipedia, 2022) 

Some definitions from official scientific and technological bodies follow as 
well: 

“artificial intelligence (AI): 1) A branch of computer science devoted to de-
veloping data processing systems that performs functions normally associated 
with human intelligence, such as reasoning, learning, and self-improvement. 2) 
The capability of a device to perform functions that are normally associated with 
human intelligence such as reasoning, learning, and self-improvement.” (Infor-
mation Technology, NIST, n.d.) 

“artificial intelligence: capability of a system to acquire, process, and apply 
knowledge. Note 1 to entry: knowledge are facts, information, and skills ac-
quired through experience or education”. (ISO/IEC 22989:2022, 07/2022) 

Of course, the list of definitions for AI is not an exhaustive one. More defini-
tions exist depending on the group of scientists or engineers. The above quotes 
are a representative subset of the facts that reflect the status of our capability to 
define AI. No matter if there are more definitions, all of them have a flaw and 
are not proper or ill-conditioned. This means that they contribute nothing to the 
idea and effort for building machines with AI/ML. And this is a major obstacle 
for the engineers. This major obstacle is due to the following reason.  

The flaw or inappropriateness of the definitions is based on the fact that they 
are either cyclic (e.g. …exhibit or simulate intelligent behaviour, or … associated 
with human intelligence, …) or have high level of abstraction by using other ab-
stract words (e.g. … to understand language, recognize pictures, solve problems, 
and learn., or … apply knowledge., or … such as reasoning, learning, and self- 
improvement). Meaning that all the definitions related with AI and ML are break-
ing one or more of the rules used for defining words in science and engineering. 
Specifically, the two rules that are not followed are the “avoidance of circularity” 
rule (the definiendum, in general, is defined in terms of itself) and the “avoid-
ance of figurative, obscure, vague, or ambiguous language” (when metaphors, or 
hidden meanings, or lack of precision, multiple interpretations are used) (Hurley 
& Watson, 2018). Furthermore, due to the lack of precise definition and pres-
ence of abstraction mentioned above, it has been demonstrated by Wilkins (Wil-
kins, 1928), there is significant influence on syllogistic reasoning of a researcher 
(i.e. scientist or engineer). As a result, inferential problems occur, and false con-
clusions follow. 
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Just for completeness and supporting the previous statements, based on the 
literature in logic (Hurley & Watson, 2018), there are five types of definitions. 
These are: stipulative definitions, lexical definitions, precising definitions, theo-
retical definitions, persuasive definitions. All of them are used in our lives and 
help humans to understand each other written or verbally. But the one that is 
used in science, engineering, mathematics, medicine, and law is the “Precising 
Definition”. The main reason of this type of definition is that it lacks vagueness. 
In that way, conveys accurate information to the audience providing a full un-
derstanding of the definiendum. In addition, through the precision definition, 
quantification is possible. This means that it is possible to link numbers to the 
definition, something vital and very efficacious for scientists and engineers. Ryan 
et al. (Ryan, Wheatcraft, Dick, & Zinni, 2015) very nicely have explained and 
clarified the issue of the connection between definition and quantitative re-
quirements. 

Based on the above it is valid and sound to conclude that the following propo-
sition is true: 

P1: There is no proper definition of “Artificial Intelligence”. 
An equivalent statement can also be: 
P1: The current definition of “Artificial Intelligence” is ill-defined. 
The true value of the proposition is based on the facts derived by the common 

engineering practice, the above-mentioned literature, engineering standards, and 
Logic. 

2.2. Obstacle 2: No Requirements, Hence No Verification &  
Validation 

Without the proper definition, engineers cannot produce requirements and spe-
cifications for ideas related with AI and ML. It is impossible for an engineer to 
generate requirements that will be used for the design, simulation, and analysis 
of a machine that possesses intelligence. Of course, the requirements and speci-
fications will also be related with the rules and constraints that must be followed 
by the engineer for building a reliable and functional apparatus with intelligence. 
Consequently, without requirements it is impossible for the engineer to make 
the verification and validation (V & V) requirements, plans, procedures, and 
tests. The V & V phase is responsible for proving, demonstrating, and connect-
ing the concept that the fabricated device does satisfy the requirements and does 
have intelligence which can be used in the relevant application. Again, Ryan et 
al. (Ryan, Wheatcraft, Dick, & Zinni, 2015) explicitly describe the link between 
the proper form of requirements in connection with definitions with the V & V 
phase of a project or R&D activity. It is also mentioned how important is the lack 
of vagueness in the requirements after they have been translated from the phase of 
“need” expressions. It is characteristic in the paper how unequivocally is described 
that requirements are “… unambiguous, testable and measurable” among other 
things as well. For those that desire to have a deeper look on that issue, a compre-
hend guide for writing requirements is the INCOSE (Dick et al., 2012). 
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To sum up the previous two arguments, AI and ML do not have proper defi-
nitions which means that no requirements can be generated as it is necessary in 
engineering. Therefore, no V & V requirements, plans, procedures, and tests can 
be performed. As a conclusion, there is no logical and scientific connection be-
tween the concept of AI/ML in a machine and the final product in a project. 

These concepts and principles are also reflected in the various standards that 
exist in different industry sectors. In Europe, for the space sector there is the 
European Cooperation for Space Standardization (ECSS) in which reflects all the 
above in their text. Specifically, ECSS-M-ST-10C (European Cooperation for 
Space Standardization (ECSS), 2009) and ECSS-E-ST-10-06C (European Coop-
eration for Space Standardization (ECSS), 2017) explicitly mention: 

“The successive states of a product are characterised by initially a “high level” 
(e.g., rather of functional type) definition of needs/requirements (e.g., at Phase 
0), evolving progressively to a more precise (e.g., at phase B) or frozen (e.g., 
Phase C, or procurement of an equipment) definition of all requirements.” 
(ECSS-E-ST-10-06C, par. 5.1, page 15). 
 “Each technical requirement shall be described in quantifiable terms.” 

(ECSS-E-ST-10-06C, par. 8.2.1.a, page 24). 
 “The technical requirement shall be unambiguous.” (ECSS-E-ST-10-06C, 

par. 8.2.4.a, page 25).  
Please note that specific words deliberately have been underlined by the au-

thor in order to make obvious the point of the argument. In addition, it is worth 
noticing how the concepts provided in (Ryan, Wheatcraft, Dick, & Zinni, 2015) 
are formally implemented in the ECSS. More information related with require-
ments and definitions for engineers has been provided by Koelsch (Koelsch, 
2016) and Robertson & Robertson (Robertson & Robertson, 2012); of course, the 
literature in this subject is vast. 

From this paragraph the following true statements are deducted. These are: 
P2: No requirements can be produced. 
P3: P1 ⇒ P2. Which means “If there is no proper definition of “Artificial In-

telligence”, then no requirements can be produced.” 
P4: No Validation and Verification plans and procedures can be produced. 
P5: P2 ⇒ P4. Which means “If there are no requirements, then no Verifica-

tion and Validation plans and procedures can be produced.” 
From P3, P4, and using the Hypothetical Syllogism (or chain rule) it can be 

deducted the following: 
P6: P1 ⇒ P4. Which means “If there is no proper definition of ‘Artificial In-

telligence’, then no verification and validation plans and procedures can be pro-
duced.”. 

The validity of P3 comes from the facts derived by the common engineering 
practice, the above-mentioned literature, and engineering standards. Then we 
have: 

P1 ⇒ P2 
P1 (which is true from the previous paragraph) 
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Using Modus Ponens (MP) on the two previous propositions it is concluded 
that: 

P2 is true. 
Similarly, the validity of P5 and P3 can be concluded. Considering all the 

above the P6 is true (as explained and proved previously) 
It is important to note that the implication statements also include the ele-

ment of causality. For example, the implication P3 (P1 ⇒ P2) besides the material 
true value character of formal propositional logic it involves a causal relation 
between the definition and the requirements. Which is also informally logical 
since an engineer cannot make requirements for something that he/she does not 
know exactly what to build. In addition, the engineer cannot run tests (V & V 
phase) if there are no requirements. 

2.3. Obstacle 3: No Consensus 

The third reason is related with the lack of consensus among the scientists and 
the engineers for what is AI and ML. Hence the previous reasons are highly 
linked with this one. There are differences on how “intelligence” is studied, un-
derstood, analyzed, and perceived among the scientists; for example, between 
psychologists (Sternberg & Kaufman, 2002; Piaget, 2001) and neurologists (Hai-
er, 2016). Of course, there are other disciplines like neuropsychologists, biolo-
gists, and many others, that have their own methods for studying and under-
standing “intelligence” with slightly different definitions. The same applies also 
for engineering disciplines such as Computer scientists, aerospace engineers, to 
name few. In addition, inside the same scientific fields abovementioned, there 
are different schools of thought regarding intelligence. More information is pro-
vided by Sternberg (Sternberg, 2018).  

Consequently, there is a missing link between the true concept of AI/ML with 
the solution of a specific engineering problem. From that respect, there is no jus-
tification and proof that the solution to a specific application is due to AI. But 
still several engineering publications claim that AI/ML has been utilized for 
solving a particular problem. This is a common logical fallacy that occurs and is 
called affirming the consequent. In simple terms, it describes the following rea-
soning: if P is true, then Q has occurred; Q has occurred, therefore P must be 
true. The fallacy is obvious since there is nothing that makes P to follow Q, even 
if Q always follows P. Just for clarity, P is the statement “machine does have in-
telligence” and Q is “problem solved” (Barnes, 1985; Kern, Mirels, & Hinshaw, 
1983; Popper, 1959). Therefore, the sentence becomes: If the machine has intel-
ligence, then problem solved. This is a source of confusion in the scientific com-
munity, and it would be beneficial if it is acknowledged, and try to improve the 
way making scientific claims. Doing that, research quality will be increased; also 
understanding the nature and dynamics of intelligence is enlarged; this will 
bring more insightful outcomes during research on AI. 

From this paragraph a valid statement can be generated. This is: 
P7: There is no agreed definition of the “Artificial Intelligence” among the 

https://doi.org/10.4236/ojpp.2023.133034


N. Panagiotopoulos 
 

 

DOI: 10.4236/ojpp.2023.133034 512 Open Journal of Philosophy 
 

scientists of different scientific domains. 
The validity of this statement comes from relevant references mentioned 

above addressing this issue from different fields of science related with “intelli-
gence”. 

2.4. Obstacle 4: Philosophical Open Issues 

Finally, the last impediment is related with the fact that “intelligence” is not an 
object or phenomenon that can externally be observed and studied by scientists. 
It is a man-made mental entity (like many other abstract words i.e., justice, 
freedom, etc) in our brain that requires the same organ that “hosts” it, to be used 
for observation, analysis, and explication. Moreover, this must happen in an un-
biased and objective way. There is no other “intelligence” in nature or in our 
known universe that can be used as a reference or even for comparison. In case, 
other animals (such as dolphins, or octopus, which is apparently considered for 
some scientists as the most “intelligent” non-mammal in the sea) are considered 
to possess some “intelligence”, again it is still the human brain that is doing the 
observation, the analysis, and most importantly the interpretation. There is no 
feedback from the other species about our intelligence for further analysis. Fur-
thermore, only few branches of science consider that some animals possess “in-
telligence”. Other ones claim that “intelligence” as we perceive it, is a human 
attribute only, as explained by Colombo & Scarf (Colombo & Scarf, 2020) and 
Gerhard & Ursula (Gerhard & Ursula, 2005).  

Furthermore, this can also relate to the self-reference, semantics, and formal 
system issues addressed in mathematical logic and computational theory. 
Gödel’s ideas (Feferman, Dawson, Goldfarb, Parsons, & Solovay, 1995) and the 
equivalent halting problem by Turin (Turin, 1938) provide a set of arguments 
that computers (considered as a specific kind of machines) cannot reason about 
themselves. Another source of AI denial is Dreyfous in his paper (Dreyfus, 1974). 
There, Dreyfous claims that human intelligence has aspects that cannot be for-
malised in order to be transferred to a machine and consequently build AI. More-
over, Dreyfous in his famous books (Dreyfous, Alchemy and Artificial Intelli-
gence., 1965), (Dreyfous & Dreyfous, Mind over Machine: The power of Human 
Intuition and Expertise in the Era of the Computer., 1986), and (Dreyfous, What 
Computers Still Can’t Do., 1992) also claims with evidence that machines cannot 
reach the level of human intelligence and although they are in many things bet-
ter than humans, they are still tools that aid humans in their activities. Just for 
clarity reasons, Dreyfous was not against AI in general, but against the situation 
that research on AI was focused on Symbolic manipulating Machines (SM) only. 
More on this issue are mentioned later in the discussions section.  

The repercussion of this fourth hindrance on engineers is that the subject of 
AI/ML is still immature. More research in fundamental level is required. Inevit-
ably, the lack of fundamental research creates confusion and misinterpretation 
of “intelligence” and “learning” to the engineering community, and to the public 
as well. As a result, some engineers or researchers enjoy an arbitrary “right” for 
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“baptising” their products as an implementation of AI/ML. The author acknowl-
edges that this is against the ethics and principles of engineering and brings no 
benefit to the AI/ML research. 

The produced valid statement from this paragraph is the following: 
P8: The notions of “intelligence” and “Artificial Intelligence” are not well es-

tablished in humans’ minds.”  

2.5. Deduction from Previous Propositions 

It is evident from the above that research on artificial intelligence for engineer-
ing applications such as space projects has major obstacles. It is mainly related 
with the definition of the word “intelligence”. Ironically, the Artificial Intelli-
gence field of science cannot define itself. What is “intelligence”? How does it 
emerge or is created? How can it be detected? These are some from plenty of the 
main questions that scientists are called to answer. More information on the 
fundamental questions can be found in (Luger & Stubbirfield, 1999). Still there 
are no concrete answers and there is no consensus on this matter. Consequently, 
in engineering and science, it is a major issue for the reasons explained above. 

As a result, based on the previous paragraphs and using Formal Propositional 
Logic the following syllogism is emanated: 

The true statements P1, P7, and P8 can be grouped together providing the fact 
that intelligence and Artificial Intelligence (as an extension for engineers) are 
not well formed and understood (having lack of consensus, open philosophical 
points, and ill-defined). Therefore: 

( )P9 P1 P7 P8= ∧ ∧  

Using the same proof method used in 2.2 it can be concluded: 

( )P9 P2⇒  

( )P2 P4⇒  

The final statement that needs to be proven is the following: 
P10: The engineers cannot build AI/ML systems. 
But this statement is part of the true implication: 
P11: ( )( )P9 P2 P4 P10∧ ∧ ⇒  
Which means that if the engineers cannot define and cannot create require-

ments and cannot produce V & V test, then they cannot materialize (or build) 
the idea, which for this paper is the Artificial Intelligent System. This is direct 
consequence from the common engineering practices reflected in the standards, 
and corresponding literature. 

Here simply using Modus Ponens (MP) can be concluded that P10 is true. 
Therefore: 

P9 P2 P4 P10∧ ∧                        � 

In an informal way the following can be written: 
Informal proof: due to the four main facts, which are: 
1. Lack of proper definition for “intelligence” and “learning”. 
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2. Inability for engineers to produce requirements and V & V tests for AI/ML 
projects. 

3. No consensus about what intelligence in the scientific and engineering 
communities is. 

4. The man-made concept of intelligence (if it really exists) is embedded in the 
human brain only. It is asked from the brain to understand and analyse its own 
existence. It is like the stomach is trying to digest itself. This creates a deadlock. 

It can be deducted that engineers cannot build AI/ML systems.  
Furthermore, besides the current practical inability of humans from engi-

neering (and practical) perspective to design, build, verify and validate an intel-
ligent machine, there is also a fundamental obstacle that comes from the Ma-
thematical Logic and philosophy. Initially, was mentioned by Gödel in (Fefer-
man, Dawson, Goldfarb, Parsons, & Solovay, 1995) with a disjunctive conclusion 
which can be stated in simple words: that either the human mind (which is as-
sumed to have intelligence) is not a Turing machine or there are problems in 
mathematics that cannot be solved (actually Gödel refers to them as absolute 
unsolvable Diophantine problems) by a Turing machine. Meaning that machines 
and mind are not and cannot be the same. Note that there is a distinction be-
tween “mind” and “brain”; they are not considered the same. Later in a more con-
cise approach by Lucas (Lucas, 1961) and later by Penrose (Penrose, 1994) utili-
zation of Gödel’s Incompleteness Theorem (Gödel, 1931) proved (but this is still 
debatable) that human mind is not a computer. Consequently, it is impossible to 
build a Turing machine that can replicate human mind, hence intelligence. As 
mentioned earlier, this is still in debate in scientific and philosophical communi-
ties. To be fair, some references that object to this idea can be found in (Coder, 
1969) and (MacDermott, 1995). Of course, the bibliography on this matter is 
furthermore. Nevertheless, this relates to the four obstacles mentioned before. 
The connection is that since there is no equivalence between human mind and 
Turing machine, then practical obstacles in engineering appear, such as the ones 
mentioned before. In addition, since the current technology utilizes Turing ma-
chines, then it has the consequence not to be possible to build intelligence inside 
a Turing machine as very nicely expressed by Searl (Searl, 1990). 

3. Discussion 

Analysis and thoughts on what have been written in this document will be enun-
ciated in this section. Starting from the first points that were evinced in Section 
2, some significant remarks can be rendered. 

3.1. Prove the Truth of Your Claims 

Regarding the lack of precise definition of intelligence and its consequences 
mentioned above, a reason to question is necessitated, when someone claims 
that a specific machine or service includes AI. The questions are regarding with 
the set of requirements and the relevant tests procedures for verification and va-
lidation. Formally, two main questions to the claimer ought to be asked when 
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more info about a project using AI is mandatory. These are: 
1) Which set of requirements and specifications have been used by the engi-

neer(s) to design and build a machine that embodies AI and/or ML capabilities? 
2) Which verification and validation plans, procedures, and tests have been 

performed in order: i) to demonstrate that the requirements are fulfilled, ii) to 
prove that the AI/ML (as an outcome of the requirements mentioned previously) 
does exist in the machine, iii) AI/ML is responsible for solving a problem or is 
part of the operation? 

It is important to clarify that those questions are referenced to the system (or 
machine) that possibly hosts intelligence. Not to the problem or application that 
uses the machine for solving the problem or accommodate a service in an appli-
cation. Research and development in AI is not about solving complex problems 
or utilizing “intelligent” machines in specific applications. The target of AI R&D 
is to acquire the knowledge and know-how, formatting them in a technology 
that will enable humans to design and build machines with intelligence, which in 
turn can be used to solve complex problems or perform complex services. There-
fore, to solve a problem is not the target. But to build the machine that can be used 
to solve many complex problems is what is needed. Hence the above-mentioned 
questions are targeting the engineers’ capability for building intelligent systems, 
and not if a specific problem was solved or can be solved. A problem may be 
solved in many ways (if it is solvable). R&D in AI is focused on how to solve 
complex problems using intelligent machines. But first, we need to be able to 
build such machines.  

For the first question the engineer is forced to have precise definitions of the 
word “intelligence” and “learning” (for ML case) for producing requirements. 
And this is not yet possible. For the second question the engineer needs to have 
verification and validation procedures and tests, such as Turing test; although it 
has been argued that Turing test is not a good test for AI by Churchland & 
Churchland (Churchland & Churchland, 1990) and by Luger & Stubbirfield 
(Luger & Stubbirfield, 1999). Even though there are companies and research 
groups that advertise their products as “smart” devices or systems with AI, still: 
1) they do not have any evidence and information in order to answer the ques-
tions adequately, and 2) the “AI” and “ML” have become phrases that lure cus-
tomers, and in some cases funding (i.e., for universities), and increases the 
probability of higher profits, sales and prestige. Nevertheless, at the current time 
most of the companies are focused in the “narrow AI” implementation. This 
means that several problems are solved using conventional or advanced tech-
nology and provide to the customer a feeling of “smartness” or “intelligence” 
due to client’s ignorance. 

3.2. Tacit Assumptions Due to Lack of Objectiveness, and  
Confirmation Bias 

Another important remark needs to be addressed. In case, someone uses a sub-
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jective definition (since there is no agreement yet in scientific community) that 
can be defined precisely, then this should be explicitly mentioned and not used 
as a hidden assumption or hypothesis. For example, someone might define intel-
ligence as the capability of a machine to identify human faces in a certain area 
through a camera. A precise definition can be provided, and relevant require-
ments can be generated. But having been explicitly mentioning this definition, it 
is up to the receivers of the information to accept the presented information or 
not; knowing that it is an outcome of a personal definition or belief, and not of 
an accepted scientific definition. In that way, it is also understood and perceived 
that any subjective definitions are adapted to the capabilities of the engineer to 
prove whatever he or she wants, and not the other way around. Whereby in ob-
jective definitions the proofs are worked in a way that respect them. Also, equal-
ly important is the fact that with subjective definitions on AI and ML, anyone 
can claim anything, hence the scientific value and outcome of the work per-
formed, is questionable. In the previous example someone can argue that there 
are people with prosopagnosia (cannot recognize faces or people) and still are 
intelligent as explained by Zhu et al. (Zhu, et al., 2010), hence the subjective de-
finition given above is invalid or irrelevant and the scientific outcome is barely 
accepted, which in turn is going to raise suspicions about how the product is 
working. This means that the product probably solves a problem (or performs a 
service) not due to machine intelligence but due to other reasons, such as using a 
complex or advanced mathematical algorithm or a simple image processing 
procedure. And this is another important point that has to be addressed and is 
connected with the confirmation bias (Nickerson, 1998) and experimenter bias 
(Rosenthal & Frode, 1963). In simple terms, confirmation bias is when the scien-
tist/engineer has the tendency to include only information that supports the ob-
jective of the work (or the hypothesis), rather than to include (or consider) all 
the information that is possibly to falsify it. It is important to note, that this is a 
human characteristic, and most of the cases is due to unintentional behavior and 
not on deceptive thinking. Nevertheless, the outcome of this type of research ac-
tivities contributes to the noise in scientific community and negatively impacts 
the progress of R&D on AI/ML. Of course, more confusion takes place to the 
public’s understanding as well. 

3.3. Side Products of AI R&D Are Not AI 

Products that utilize AI in order to solve a problem use complex, though con-
ventional, mathematical tools in order to produce the desired results. For exam-
ple, for image processing, convolution neural networks may be used. This does 
not mean that the machine has AI or has learning capabilities. Another example 
is when hardware electronic cards with the name “AI accelerators” are utilized in 
some applications. This type of hardware simply has several microelectronic de-
vices that can perform enormous number of parallel calculations in short time. 
Again, this has nothing to do with AI (although many companies claim that 
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their application has AI). It is conventional technology used by engineers to 
solve specific problems.  

There is an issue to be conversed furthermore. It is related with the several 
approaches or technologies used in AI research. In this part the author would like 
to make an important remark for elucidating some implementations of AI in real 
world. The approaches or technologies (i.e., cellular automata, genetic algorithms, 
artificial neural networks, nonmonotonic logic, natural language processing, 
heuristic systems, Bayesian logic, and many others) for AI that exist, present 
number of tools that are used by AI scientists for research purposes. It is ob-
vious, that AI is not a specific field of science but encompasses a lot of discip-
lines. As a result, AI borrowed many tools from these disciplines. This means 
that whenever an engineer is using these tools in a project, it does not mean that 
the final product has intelligence. Furthermore, research in AI, produces addi-
tional tools with better attributes than earlier ones (e.g., heuristic systems, and 
neuromorphic integrated circuits). Again, when an engineer is using these 
side-products of AI, it does not mean that the final product possesses intelli-
gence. Of course, the use of the side products might improve the performance of 
a system (i.e., processing power, power consumption, speed of calculations, and 
many more) but the utilizations of these advanced tools does not mean that the 
final system has intelligence. Though some insight or improve our understanding 
about intelligence can be achieved. But still, it is the intelligence of the engineer 
(and the user or operator) that makes the system to operate or function accor-
dingly. Finally, the same applies when bio-inspired concepts are introduced in 
the field of AI/ML such as artificial neural networks, neuromorphic engineering 
and many others. Although these notions assist researchers to introduce new 
ways of R&D, it does not mean that when they are utilized in applications, AI 
has been implemented. 

3.4. Learning Is Not Tunning Parameters 

Another remark is about “Learning” and consequently “Machine Learning”. 
“Learning” in the current state of technology and as it is used commonly in now 
days, which mostly is the utilization of Artificial Neural Networks (although 
there exist other tools such as Tensors, Information Geometry, and many others, 
all of them use the same principle or strategy), is related with the tuning of pa-
rameters of a multiparameter system in order to have the optimum outcome 
based on the data used for the tuning and some cost function. Of course, learn-
ing is more than this, and the mechanisms of how it is achieved in biological lev-
el differ a lot than the ones implemented in machines. A convincing and admi-
rable critique on pure learning and ANN has been performed by Zador (Zador, 
2019), and provides a better insight of learning in brains (human and animal). 

Furthermore, learning is also highly related with connecting already struc-
tured knowledge through causation (casual relation or etiology) and not through 
correlation, among other aspects as well. Data represents the effect, or state what 
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is the status in a particular moment of time and place. Positive correlation be-
tween data sets does not mean that there is causal relation. Proving causality is a 
very difficult task. In logic (Hurley & Watson, 2018) “cause” is treated as a state 
that requires one of the three conditions. These are the 1) sufficient condition, 2) 
the necessary condition, 3) and the sufficient and necessary condition. Also, Mill 
(Mill, 1874) provides five methods for identifying causal connections between 
events. A thorough study on causality has been performed by Pearl (Pearl, 2009) 
with very promising results in AI field. However, the ability to extract causality 
from a set of facts and rules in the same way that humans do, is not possible yet. 
While current machine learning involves statistical patterns and correlations 
from large amounts of data, there is lack of intuition or the ability to reason 
about causality in the same way that humans do. There is ongoing research in 
the field of AI to develop models that can reason about causality and extract 
causal relationships from data, but this is still an active area of research and 
there is much work to be done before AI systems can fully emulate human-level 
causal reasoning. As it can be seen causation is something that requires effort 
which is not yet mechanized on already structured data. It is not only some kind 
of optimization that depends on a specific cost function, as it happens in most of 
ML projects.  

In addition, it has been demonstrated by Jonas & Korting (Jonas & Korting, 
2017) that even if there is enormous amount of data available on every possible 
aspect in the system, and available methods for analyzing them, still it is im-
possible to get insight of the system under investigation, hence it is impossible to 
acquire knowledge and detect meaningful causality. Which means, that all these 
data-driven methods used in AI projects, are not promoting any intelligence at 
all; and do not produce any knowledge. New data might be produced, but know-
ledge is still under the analyst’s or engineer’s judgement, with levels of uncer-
tainty. This is another outcome of the four main points described in the previous 
paragraphs. Finally, what most companies and R&D entities do, is to use tools 
(most of them in software form) that are utilized in AI research such as heuristic 
systems, Artificial Neural Networks, and others, in order to connect the project 
or product with AI. But this creates confusion and abuse of this beautiful field of 
research. 

3.5. Because You Claim It, It Doesn’t Mean It Is Real. The Green  
Unicorn 

Linked with the previous paragraphs, there are companies claiming that their 
products (either hardware or software) are utilizing “cutting edge AI”. This is 
understandable and accepted. This kind of phraseology is common in the mar-
keting business since using the concept of metaphors and other strategies such 
as effective emphasis and motivation as explained by Nijs (Nijs, 2017) and Lucas 
& Britt (Lucas & Britt, 1950), promote their products or services and lure more 
customers or investments.  

In other words, the existence of an object or the validity of a sentence does not 
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depend on the written text. If one claims that the “Green Unicorns are very big 
horses”, it does not mean that green unicorns exist. In philosophical logic there 
are different perspectives to avoid such issues. For example, in logic literature 
(Hurley & Watson, 2018) there is reference on the Aristotelian standpoint and 
the Boolean standpoint. The Aristotelian standpoint recognizes that there is an 
existential import through the statement, which means that if “green unicorns” 
do not exist then the statement is false. The Boolean standpoint does not recog-
nize any existence or there is no existential import. It keeps a neutral position 
and the true of the statement must be proved in a different method. But this is-
sue has been considered also by other philosophers such as Marcus and Quine. 
as well, as it is mentioned by MacFarlane (MacFarlane, 2021).  

3.6. Confusion in the Society 

For the case of policy makers, or decision mechanisms, research institutes, and 
governmental bodies, the lack of proper definition and the absence of any logical 
and scientific connection between the idea of AI and ML with the final product, 
promotes pseudoscience, adds noise in the scientific publications, and resources 
(i.e., manpower, money, time) are wasted.  

In addition, decision mechanisms and policy makers make conclusions based 
on false information introducing needless rules (maybe useless prohibitions?) 
and promoting (through funding) projects that bring no benefit or progress to 
the whole AI research. As explained by Jeans (Jeans, 2020) billions of dollars are 
spent in AI research with very small return value due to the growing rate of AI 
failures. Although, this can also be explained by the sunk-cost effect (Arkes & 
Blumer, 1985). Consequently, money that could be directed to proper research 
on AI (or other vital research areas of science, e.g., cancer research) are redi-
rected for making products that are “baptized” as AI or ML without any valid 
and sound reasoning, and scientific ground. An example is the study made by 
European Parliamentary Research Service (EPRS) (Bird et al., 2020), which ad-
dresses ethical issues and frameworks related with jobs, responsibilities, and 
human relationships influenced by AI/ML. All these are based on abstract defi-
nitions (read chapter one of the study) and no scientific and logical connection 
between the “Intelligence” and technology. Another example is from the Con-
sumer Product Safety Commission (CPSC) (Taylor, 2021) in USA. The concept 
of AI that is described in the document is so general that even machines with 
very basic control or processing power are considered to have AI. Later, expli-
citly the document mentions as examples technologies that have a very wide 
field of applications. In other words, the already built consumer products safety 
regulations are forced to be updated (through a proposed framework) with new 
rules which are the same as the last ones. In reality they are rephrased for in-
cluding the words AI and ML. This occurs only because there is the belief of AI 
presence in the consumer products.  

In other words, actions, regulations, and many other administrative functions 

https://doi.org/10.4236/ojpp.2023.133034


N. Panagiotopoulos 
 

 

DOI: 10.4236/ojpp.2023.133034 520 Open Journal of Philosophy 
 

are created and put on force, for products that the already safety rules are ade-
quate. This is evidence of the confusion that exist in several sectors in the society 
about AI/ML, which activates social and governmental reflexes. The outcome is 
doubling the work, since rules are already there, and spending time and re-
sources, which could be redirected in vital and more essential human activities.  

Finally, it is not yet clear how to detect AI/ML products, how to distinguish 
AI/ML products from other consumer products, and machine learning is not the 
same with what happens with humans. Nonetheless, CPSC document produces a 
list of questions as a set of criteria to identify products with AI/ML. 

3.7. Sugaring the Pill 

Very briefly to mention the existence of two terms that appear in AI literature. 
These are the “strong AI” or “general AI” and the “soft” or “weak AI”. There 
might be more but have the same meaning and objectives. Just for completeness, 
the “strong AI” is what scientists were expecting to achieve for decades and is 
equivalent to human intelligence, whilst the “soft AI” is related with more spe-
cific tasks or objectives. It is obvious that this is just a game with words. Not ne-
cessary intentionally. Simply, the “strong AI” is what always was understood 
when scientists were mentioning “AI”, and “soft AI” is the conventional tech-
nology of the time being utilized to solve current problems. The opinion of the 
author is that after more than 60 years of research, funding, manpower, and 
time, the “invention” of new terms, without the corresponding progress, is 
another evidence of human impotence to build AI machines. Although, it looks 
like to the rest of the people that some progress has been achieved. Technologi-
cal progress yes (i.e., problem solvers, automated theorem, faster heuristic algo-
rithms, CNN, and many more); it has been achieved in hardware and software. 
But in AI, as clarified in the introduction of this paper as human intelligence, the 
outcome is not as expected, and more fundamental research work is required. A 
thoroughly explanation about the “strong AI” and its implementation through a 
formal computer program is given by Searl (Searl, 1990). 

3.8. Philosophy’s Perspective 

Worthy of discussion is the philosophical aspect of the AI as was mentioned 
previously through Gödel, Lucas and Penrose. The author favors the outcome of 
Lucas and Penrose for the following reasons: 
 Based on Gödel incompleteness Theorem and the disjunctive conclusion (ei-

ther the human mind is not a Turing machine or there are problems in ma-
thematics that cannot be solved) it can be claimed that “Intelligent Turing 
Machines” cannot be built. This is based on the four main points explained 
before, which provide an additional evidence and proof that human intelli-
gence is not able to build Turing machines with Intelligence. From different 
perspective, Turing machines cannot approach intelligence, due to their for-
malism and strict design constraints mandated by the human capabilities. 
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And there is also the option that AI is a problem that cannot be solved. 
 Another reason is that the arguments of Lucas and Penrose are similar to the 

authors’ opinion, which can be interpreted as: Intelligence as a language1 
(similar to a formal system) needs a metalanguage (similar to the formal sys-
tem plus the Gödelian formula) for analysis. This can be translated as a me-
ta-intelligence. Therefore, since intelligence (the language) is what a human 
mind hosts, it requires higher level of intelligence (the metalanguage) in or-
der to analyze, understand, and consequently design and build one. Probably 
a meta human or a transcendent human. A simple example from engineering 
domain that has a relevance, is in instrumentation. When an engineer needs 
to analyze an instrument (i.e., uncertainty budget) or calibrate it, then a bet-
ter instrument (i.e., higher accuracy, higher precision, and much lower un-
certainty than the instrument under analysis) should be used to derive sound 
and safe results. Another example that is not related with engineering can be 
the animals’ instinct. Make use of a different perspective, it can also be claimed 
(using similar analogy) that intelligence for humans is the meta-instinct of 
animals. Clearly, if animals wished to analyze and comprehend their instincts, 
then intelligence (or meta-instinct) had to be used. So, if humans want to 
build AI, then they need to be ultra-intelligent. The fourth reason mentioned 
in the beginning of the document was related with the “deadlock”. An ultra- 
intelligent entity would not have this problem. Meaning that the ultra-intelli- 
gent entity could comprehend and analyze an intelligent entity or intelligence 
in general. Of course, like before, the ultra-intelligent entity still would not be 
able to analyze ultra-intelligence (it will be a kind of ultra-deadlock). Just for 
completeness German-born Logical Positivist Rudolf Carnap and Alfred 
Tarski, Polish-born mathematician are few that worked in this field of phi-
losophy as seen from Tarski (Tarski, 1969). 

Besides the philosophical part of AI, next an alternative proposal for R&D on 
AI is recommended. Since it is impossible to build a machine that possesses AI 
and ML capabilities due to the reasons explained before, an alternative way is 
necessary (if AI is something that is really needed). Fortunately, complexity 
theory can be utilized for performing proper research with scientific rigor and 
engineering robustness. Specifically, complex adaptive systems can be consi-
dered as a starting point for this research endeavor. 

4. The Proposal for AI Research and Development 

Complexity (Mitchell, 2009) is when the behavior of a system depends on the 
multiple possible interaction of its nonlinear components that (those interac-
tions) are not part of the initial design. The whole is greater than the sum of its 
constituents and high order of emergence is culminating. Intelligence is also 
considered an emergent property. Therefore, instead of targeting directly to 
build AI and ML, an indirect way can be chosen through the complexity theory. 

 

 

1Clearly, the author here assumes that formally, intelligence is equivalent with a language hence the 
produced parallelism or analogy. 

https://doi.org/10.4236/ojpp.2023.133034


N. Panagiotopoulos 
 

 

DOI: 10.4236/ojpp.2023.133034 522 Open Journal of Philosophy 
 

AI (including ML) are emergent properties of a complex adaptive system. 
Complex Adaptive Systems are non-linear systems with memory or feedback. 

It is a subset of nonlinear dynamical systems. Some good candidates of a com-
plex adaptive system are the Artificial Neural Network, Cellular automata, Ge-
netic Algorithms, just to name few. By using Complexity theory as the basis of 
research and increasing the complexity of the system (including the environ-
ment) the following proposition can be formed.  

Proposition: Artificial Intelligence with learning capabilities can be achieved 
as an emergent property of a designed complex non-linear adaptive system.  

The author is inspired by (or follows) the Luger & Stubbirfield (Luger & Stub-
birfield, 1999), when emergent systems are described, and from Lucas (Lucas, 
1961), when it is mentioned that when the complexity of the machine is increased 
beyond some critical size then emergence happens, for building this proposition. 
Furthermore, Ramus (Ramus, 2017) has shown that general intelligence is an 
emerging property. The proposition above, also expresses the strategy and the 
method that a research team can follow for performing R&D on AI related with 
human intelligence or general AI. The method is that increasing gradually the 
complexity of some machines, a threshold will be reached from which new non- 
predefined or non-predesigned properties will emerge. One of them is expected 
to be intelligence, among other ones. The benefits of this (indirect) method are 
the following: 
 It is not necessary to define, and consequently to produce requirements and 

V & V for AI and ML that will be included in the final product or in the de-
sired machine. 

 There is a rigor scientific background (nonlinear dynamic systems, and com-
plex modelling) that can be used as basis for the utilization of building com-
plex machines. Therefore, a logical consequence and validity without ab-
stractions, without vague terms, and without subjective definitions will be 
present in the research work. In addition, proper requirements (based on en-
gineering principles and standards) and V & V plans and procedures can be 
produced. 

 It provides the advantage of building a machine that satisfies specific criteria 
and objectives. At the same time through the increment of complexity several 
new attributes of the systems that might be emanated (without being part of 
any initial plan or design) can be observed or detected. Hence research on 
complexity is performed as well, and possible AI manifestation can be 
achieved. 

 Deadlock is avoided. Since the focus of interest and main objective is not 
“intelligence” per se but increasing the complexity of machines. 

 Finally, one very important and fundamental objective that can be achieved 
through this method is to realize duplication of intelligence and not simula-
tion or emulation. This means that there will be physical and causal proper-
ties in the system which play an important part for the manifestation of intel-
ligence through complexity. This is explained and described in a very in-
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sightful way by Searl (Searl, 1990). Though, the goal of AI research is not 
necessarily to duplicate or replace human intelligence, but rather to create 
intelligent systems that can perform specific tasks and improve human lives 
in various ways. 

Please note that there is difference between complex systems or problems and 
complicated systems or problems. Both are consistent by parts. But complex 
systems are nonlinear, whilst complicated systems can be linear. There are non- 
complex (i.e., linear ones) systems that are complicated (e.g., spacecraft), and 
complex systems that are simple (e.g., chaotic oscillator). Attention to the fol-
lowing points should be considered though: 
 Methods for detecting AI/ML should be developed and established. This is 

necessary in order to be able to prove the validity of the hypothesis. Probably 
long-term use of the complex machine under different circumstances can 
provide evidence or indications of intelligence manifestation. 

 The proposed strategy for AI research makes no claim about AI product, un-
til the machine proves to humans that it possesses intelligence (and not hu-
mans proving to humans that the machine is intelligent). For this reason, the 
previous bullet is necessary in order to avoid circumstances similar to the 
current state of AI, in which anyone can claim anything. Further work is 
needed though. 

 It is important to note that increasing complexity does not always promote 
AI/ML. There should be some specific attributes inherited in the system in 
order to usher the system to states in which the probability for AI/ML ma-
nifestation is higher. These may be autonomy, ability of the system to repro-
gram itself, perception of the environment and states, structured information 
and knowledge, adaptation, and kaleidoscopic environment with unpredicta-
ble elements, to name few. Further work is necessary. 

 The word “machine” or “system” which are used interchangeably here, need 
to be specified. What kind of machine the research should start to focus on? 
For example, it might be a humanoid robot in which the engineers increase 
its complexity. Another example can be an integrated data handling frame-
work with instruments, actuators, or robotic assemblies, for space explora-
tion. No matter what kind of machine is chosen, it should satisfy some crite-
ria. These can be: 1) to aid humans in a complex problem or application, 2) 
to be able of upgrading either by the engineers or by itself with increased 
complexity in software and in hardware, 3) to interact with a complex and 
varying environment. The main point here is that there should be a complex 
entity in a rich environment. Nevertheless, some work on this issue is still 
needed. 

 Measurement of complexity of the system. This is something that quantifies 
the complexity of the chosen system and provide the information that an up-
grade of the system does increase the complexity and how much. A non- 
exhaustive and informal list of different methods is provided by (Lloyd, n.d.), 
but a formal one is provided by Clark & Jacques (Clark & Jacques, 2012). 
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Despite these references, more work on the specific chosen system might be 
required. 

 Another point is the environment in which the system is in. A simple world 
(i.e., a room with few objects in it) does not support enough ecosystem for 
bringing out all the attributes that a complex system might possess. There-
fore, a complex environment is necessary as well. This includes that more 
time might be needed to detect any emergent property. It is also connected 
with the first bullet. 

It is also necessary to clarify what is the difference between the complexity in 
carbon-based entities (i.e., humans) and complexity in machines. The increase of 
complexity in biomasses has been performed through numerous biochemical 
reactions in the passing of time on Earth. Through this relative to humans slow 
process, made biomasses to change. One of the outcomes was that for a specific 
biomass under specific set of conditions, the complexity allowed the emergence 
of what we call “intelligence”.  

Similarly, the machines need to be changed with added complexity. This in-
crease of complexity cannot be done by nature as it happened in humans. It will 
come from the engineers (at least in the beginning; maybe later the machines 
will be able to upgrade themselves). As long as, the engineers increase the com-
plexity of machines, then the critical size (referring to the complexity) could be 
reached, which will emanate new attributes to the machines. The continuous 
“machine-evolution” increases the probability of emergent intelligence. Note, 
based on the abovementioned, humans do not have full control of the outcome. 
The engineers only provide the necessary conditions to support the “machine 
evolution” and probably achieve the desired outcome; they do not control the 
outcome. 

Finally, two studies that can use this alternative method are described. The 
first one is anthropomorphic automaton machine (ANAM). In an informal way 
it is an android. As it was mentioned earlier in this paragraph, this type of ma-
chine is a good candidate for utilizing this alternative method. One of the reason 
of being anthropomorphic is based on several studies related with embodiment 
cognition and robotics (Pfeifer & Bongard, 2007; Anderson, 2003; Vernon et al., 
2010; Metta, Sandini, Vernon, Natale, & Nori, 2008). In that way, the system has 
a precondition which can increase the probability of being in a future state that 
intelligence may emerge. Starting with this “primitive” system and increasing its 
complexity (either software wise or hardware wise or both) it is expected to 
reach a level where new non-predefined (or non-predesigned) properties will 
emerge. Among these properties intelligence might be present. Of course, the 
environment and the interaction with it, is an important factor that influences 
the android’s evolution through the engineers in the beginning and possibly by 
itself later. 

The second study that the proposed method may be used, has different archi-
tecture than the previous one, and has a bigger scale. It does not have similarities 
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with humans, but nevertheless its complexity can crop up intelligent like 
attribute. Its core infrastructure is a digital network connected with different 
machines. Machines that generate information in digital form (e.g., instruments, 
sensors, price of stocks from stock exchange database, signals from satellites, 
cameras, human operators or users, etc), machines that sink information (e.g., 
drones, switches, actuators, motors, satellites, alarms, human operators or users 
etc), machines that store information (e.g., mass memories, databases, etc) and 
machines that process information. All these machines irrelevant of their topol-
ogy (or geographical position) can be connected digitally and exchange data. 
Machines responsible for processing the diverse type of data will transform 
“raw” information into higher level information, such as structured data, me-
ta-data either on demand (operators or users) or by following some objectives 
(e.g., data from thermal cameras being processed for detecting fire). Further-
more, even higher level of information may be produced combining the struc-
tured data through a set of rules (e.g., logic, probabilities) and increase the “know-
ledge” of the system. Hence achieving learning capabilities. This type of system 
has the digital ecosystem in which intelligence may emerge by increasing its 
complexity in hardware and in software. The intelligence might differ from the 
human due to different environment and interactions in it, but nevertheless 
equivalent attributes such as intelligence might be emerged through the incre-
ment of its complexity. Note that this study is based on already established no-
tions in engineering (specifically in digital communications) which are highly 
related with Internet of Things (IoT) or in a more general terminology with 
machine-to-machine (M2M) interfaces. Lots of activities since 2000 are per-
formed from several industries in different industrial sectors, such as pharma 
industry (Brecht, 2012), NASA (Bluck, 2006) and others (Sharma, 2023). Euro-
pean Space Agency (ESA) has reviewed the concept and supported the idea in-
itially by funding through GSTP a project under the title “An Intelligent Ma-
chine-to-Machine Framework for services Based on Satellite Planetary and Earth 
Observation, and Exploration Data” (or ANIMATED) in 2019. The main objec-
tives were to conceptualize and propose a basic architecture and to provide in-
terfaces (hardware and software) for the interactions between machine to ma-
chine and man to machine. In addition, potential use of such a system for a nov-
el infrastructure in space applications such as planetary science and exploration, 
but also Earth applications utilizing Earth Observation Satellites have been envi-
saged as well. Scientists from different disciplines such as geologists, astrono-
mers, biologists, physicists, engineers, and operations will benefit from such an 
intelligent and complex system. 

5. Conclusion 

In this paper, the Artificial Intelligence R&D is analyzed from different perspec-
tives. The focus of analysis was on the capabilities of humans and especially the 
engineers for building intelligent machines. It is claimed and justifies that it is 
impossible to directly build AI in the present time. The main two points are due 
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to the lack of definition of the word “intelligence” and the incapability of human 
brain to understand its own existence. The main consequences of the first point 
are that no requirements and V & V plans can be created. Therefore, the engi-
neers have no way to build systems with “intelligence”. In addition, a third point 
which is the lack of scientific consensus of the definition of “intelligence” en-
hances the problem for engineers. The main consequences of the fourth point 
are that there are valid and sound syllogisms through mathematical logic and 
philosophy of not being possible the human brain to be able to analyze “intelli-
gence” precisely for providing the foundation for building it. Furthermore, usage 
of terms AI and ML in scientific and engineering community created confusion 
due to the above mentioned points. For this reason, it is beneficial not to claim 
without proof and not to tacit assumption or criteria in published work. Moreo-
ver, confusion in public level impacts political decisions and decision mechan-
isms in general. In general words, as the famous Ludwig Wittgenstein very nicely 
stated in his book (Wittgenstein, 1922): 

“What we cannot speak about [clearly], we must pass over in silence.” 
Furthermore, an alternative approach of how to perform research on AI and 

ML has been presented. The main idea behind is not to target directly building 
machines with AI, but to increase the complexity and introduce non-linear 
adaptive systems in machines. This will make possible to achieve intelligence as 
an emergent property of a complex machine that can be used for complex appli-
cations. Finally, two studies are mentioned that are good candidates for utilizing 
the alternative method. 
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