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Abstract 
In this paper, we study the continuous growth of computer technology and 
the increasing importance of human-computer interaction. Interactive 
touch-less is now an undergoing developing technology in real life. Touchless 
technology introduces a new way of interacting with computers by object 
tracking method. Nowadays most mobile devices are using touchscreen 
technology. However, this technology is still not cheap enough to be used in 
desktop systems. Designing a touchless device such as a mouse or keyboard 
using a webcam and computer vision techniques can be an alternative way of 
touch screen technology. Recent trends in technology aim to build highly in-
teractive and easy-to-use applications as a replacement for conventional de-
vices. Such a device is touchless mouse. Its development is completed on the 
MATLAB platform. The overall objective is to apply image processing tech-
niques from video to track the movement of color which is captured by a 
webcam and that is converted into mouse movements and operations to con-
trol the system. The sub-system which is implemented here would allow a 
person to control his/her mouse without any input other than the marker 
movements. We use three fingers (with color) as three color markers (red, 
green, blue) for completing the activities of a mouse. My first goal was to 
successfully track the marker color and the second goal was to track the 
marker position from the acquired image frame for performing the mouse 
operations. The webcam is used to capture the information on the marker 
and trigger the associated actions. I use java.awt. Robot file for performing 
the mouse operations using the acquired data from the image frame. 
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1. Introduction 

This paper aims to treat a review of existing knowledge of image processing 
which is relevant to this project. It begins a review of existing image enhance-
ment methods designed to prove image enhancement in general. These include 
specialized image acquisition method, image conversions and more about digital 
image processing methods. From the theory and literature review, we can con-
clude that digital image processing allows for a more flexible and practical me-
thod of improving image quality. The following sections briefly covered the var-
ious data classes, how to perform image acquisition, aspects of image processing 
and image representation in MATLAB ([1] [2]). As time is proceeding ahead, 
technology is improving and evolving every single moment. No one can claim 
something to be the latest because we can see the presence of something newer 
and better in front of our own eyes. Two of the basic fundamental intentions of 
technology are to make things that are not complicated to be understood by the 
user and make the user’s work more convenient. Things are simple when the in-
terface between humans and technology is least complex. A mouse is typically 
used with a computer to control the motion of a cursor in a graphical user inter-
face (GUI) ([3] [4]). There are some main operations that a mouse can perform. 
Firstly, pointing-and-clicking can select files, programs or actions from a list of 
menus, or through icons. It can also trigger the floating menu which only ap-
pears by right clicking. More particularly in clicking, a user can right click, single 
click (left click), and double click etc. Secondly, drag-and-drop can move the 
object by holding the mouse button down while moving the cursor to a different 
location. In this view, my work proposes a touchless finger mouse, where the 
users are able to perform mouse operations simply by showing their finger with 
color in front of a webcam. Touch-less technology helps people, who work in 
production plants, engineering sectors, research centers, and especially those 
disabled ones who don’t have to touch on any kind of hardware. Existing 
Touch-less technologies are developed on measuring temperatures, sensors, 
flash scanning of fingerprints and finger gestures via image processing method. 
However, touch screens cannot be applied to desktop systems because of cost 
and other hardware limitations. This system will complement the touch screen 
technology, i.e., [5] [6].  
• The main objective of the project is to develop a touchless mouse, which al-

lows human to control their system easily without any conventional mouse. 
• Since the work is developed on the MATLAB platform, one of the goals of 

the project is to analyze and implement the various results of the image ac-
quisition and processing toolbox in MATLAB. 

• Performing Color code Calibration and mouse interactivity on the system.  
• To analyze the vast and various possibilities and functionalities of Image 

Processing using MATLAB. 

2. About the Touchless Mouse 

A touchless mouse is software that allows users to give mouse inputs to a system 
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without using an actual mouse. To the extreme it can also be called as hardware 
because it can be used replacing traditional mouse. A touchless mouse can 
usually be operated with multiple input colors, which may include all actual 
mouse operation. Touch fewer mice which use webcam and works with the help 
of different image processing techniques. A webcam is set to take images conti-
nuously. The user must have a particular color in his finger so that when the web 
camera takes image it must be visible in the image. This color is detected from 
the image pixel and the pixel position is mapped into mouse input. Depending 
upon the size of the image taken by camera, various scaling techniques are used 
because the pixel position in the image will not have a correspondence with 
screen resolution. 

2.1. Digital Image 

An image may be defined as a two-dimensional function, f(x, y), where x and y 
are spatial plane coordinates, and the amplitude of f at any pair of coordinates 
(x, y) is called the intensity or gray level of the image at that point. When x, y, 
and the amplitude values of f are all finite, discrete quantities, we call the image a 
digital image in Figure 1. 

2.2. Pixel 

A pixel or picture element is a smallest individual part of a graphic image. 
Graphics monitors display pictures by dividing the display screen into thousands 
(or millions) of pixels arranged in rows and columns. The pixels are so close to-
gether that they appear connected. The quality of a display system largely de-
pends on its resolution, how many pixels it can display, and how many bits are 
used to represent each pixel. 

2.3. Image Processing and Analysis 

Image processing is a form of signal processing in which the input is an image, 
such as a photograph or video frame. The output of image processing may be 
either an image or a set of characteristics or parameters related to the image. 
Most image-processing techniques involve treating the image as a two-dimensional  
 

 
Figure 1. A digital image. 
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signal and applying standard signal-processing techniques to it. Image analysis is 
the extraction of meaningful information from images; mainly from digital im-
ages by means of digital image processing techniques. Then each pixel is re-
trieved from the image and extracts the red, green and blue values (RGB) from 
each pixel. Now we can easily detect a particular color since all the colors are 
combinations of RGB values. Here we just try to detect only Red Green and Blue 
colors. 

2.4. Digital Image Processing 

Digital Image Processing means processing of digital image on digital hardware 
usually on computer. More simply, Digital image processing encompasses 
processes whose inputs and outputs are images and, in addition, encompasses 
processes that extract attributes from images, up to and including the recogni-
tion of individual objects. Digital image processing is the use of computer to 
perform image processing on digital images. As a subcategory or field of digital 
signal processing, digital image processing has many advantages over analog 
image processing. It allows a much wider range of algorithms to be applied to 
the input data and can avoid problems such as the build-up of noise and signal 
distortion during processing. A process flow diagram has been included to have 
a better understanding of the multiple steps in digital image processing (see 
Figure 2). 

The fundamental steps are described briefly in the following: 
1) Image Acquisition 
This is the first step or process of the fundamental steps of digital image 

processing. To acquire a digital image we require an imaging sensor and the ca-
pability to digitize the signal produced by the sensor. The available Image acqui-
sition toolbox in MATLAB helps to acquire images from a real live video.  
 

 
Figure 2. Fundamental steps of image processing. 
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2) Image Preprocessing and enhancement  
The processes consist of a collection of techniques that seek to improve the 

visual appearance of an image or to convert the image to a form better suited for 
analysis by a human or a machine. The common image enhancement tech-
niques: 

a) Contrast stretching  
b) Noise smoothing  
c) Low-pass, High pass Filtering etc. 
3) Segmentation [7]  
In general, autonomous segmentation is one of the most difficult tasks in dig-

ital image processing. A rugged segmentation procedure brings the process a 
long way toward successful solution of imaging problems that require objects to 
be identified individually. It is one of the most difficult tasks in DIP [8]. Seg-
mentation kinds: 

a) Autonomous Segmentation 
b) Rugged Segmentation (long process to get successful solution) 
c) Erratic Segmentation 
4) Representation and Description  
Representation and description almost always follow the output of a segmen-

tation stage, which usually is raw pixel data, constituting either the boundary of 
a region or all the points in the region itself. That means representation makes a 
decision whether the data should be represented as a boundary or as a complete 
region. 

5) Image recognition and interpretation 
Image recognition is to assign a label to an object based on the information 

provided by its descriptors. Interpretation involves assign meaning to an ensem-
ble of recognized objects. 

2.5. Components of a Digital Image Processing System 

1) Physical devices that are sensitive to the energy radiated by the object (see 
Figure 3). 

2) Digitizer that converts the output of the physical sensing device into digital 
form (see Figure 4). 

2.6. Pixel 

A pixel p at coordinates (x, y) has four horizontal and vertical neighbors whose 
coordinates are given by (x + 1, y), (x − 1, y), (x, y + 1), (x, y − 1). This set of  
 

 
Figure 3. Digital video camera. 
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Figure 4. Basic element of digital image processing system. 
 
pixels, called the 4-neighbors of p, is denoted by N4(p). Each pixel is a unit dis-
tance from (x, y), and some of the neighbors of p lie outside the digital image if 
(x, y) is on the border of the image. The four diagonal neighbors of p have coor-
dinates (x + 1, y + 1), (x + 1, y − 1), (x − 1, y + 1), (x − 1, y − 1). 

And are denoted by ND(p). These points, together with the 4-neighbors, are 
called the 8-neighborsof p, denoted by N8(p). As before, some of the points in 
ND(p) and N8(p) fall outside the image if (x, y) is on the border of the image, i.e. 
[9] (see Figure 5). 

2.7. Adjacency, Connectivity, Regions, and Boundaries 

Connectivity between pixels is a fundamental concept that simplifies the defini-
tion of numerous digital image concepts, such as regions and boundaries. To es-
tablish two pixels are connected, it must be determined if they are neighbors and 
if their gray levels satisfy a specified criterion of similarity (say, if their gray le-
vels are equal). For instance, in a binary image with values 0 and 1, two pixels 
may be 4-neighbors, but they are said to be connected only if they have the same 
value.  

Let V be the set of gray-level values used to define adjacency. In a binary im-
age, V = {1} if we are referring to adjacency of pixels with value 1. In a grayscale 
image, the idea is the same, but set V typically contains more elements. For ex-
ample, in the adjacency of pixels with a range of possible gray-level values 0 to 
255, set V could be any subset of these 256 values. We consider three types of 
adjacency: 

1) 4-adjacency. Two pixels p and q with values from V are 4-adjacent if q is in 
the set N4(p) 

2) 8-adjacency. Two pixels p and q with values from V are 8-adjacent if q is in 
the set N8(p) 
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Figure 5. The border of the image. 

 
3) m-adjacency (mixed adjacency). Two pixels p and q with values from V are 

m-adjacent if (i) q is in N4(p), or 
4) q is in ND(p) and the set has no pixels whose values ( ) ( )4 4N p N q∩ . 

3. The Fundamental Principles of Color 

Color or colour is the visual perceptual property corresponding in humans to 
the categories called red, blue, yellow, green and others. It is the aspect of things 
that is caused by differing qualities of light being reflected or emitted by them. 
To see color, you have to light. When light shines on an object some colors 
bounce off the object and others are absorbed by it. Our eyes only see the colors 
that are bounced off or reflected. 

3.1. Color Fundamentals 

The following terms are used to define color light: 
1) Brightness or Luminance: This is the amount of light received by the eye 

regardless of color. 
2) Hue: This is the predominant spectral color in the light. 
3) Saturation: This indicates the spectral purity of the color in the light. 

3.2. Color Model 

A color model is an abstract mathematical model describing the way in which 
colors can be represented as tuples of numbers, typically as three or four values 
or color components. When this model is associated with a precise description 
of how the components are to be interpreted (viewing conditions, etc.), the re-
sulting set of colors is called color space. A color model is simply a way to define 
color. A model describes how color will appear on the computer screen or on 
paper. Popular color models are: 
• RGB (Red, Green, Blue) 
• CMY (Cyan, Magenta, Yellow) 
• HSI (Hue, Saturation, and Intensity) 

https://doi.org/10.4236/ijids.2023.51001


M. Alauddin et al. 
 

 

DOI: 10.4236/ijids.2023.51001 8 International Journal of Internet and Distributed Systems 
 

3.3. RGB & CMY Model 

The color subspace of interest is a cube shown in Figure 6. Models in which 
RGB values are at three corners; cyan, magenta, and yellow are the three other 
corners, black is at their origin; and white is at the corner farthest from the ori-
gin. The gray scale extends from black to white along the diagonal joining these 
two points. The colors are the points on or inside cube defined by vectors ex-
tending from the origin. 

Thus, images in the RGB color model consist of three independent image 
planes, one for each primary color. The importance of the RGB color model is 
that it relates very closely to the way that the human eye perceives color. RGB is 
a basic color model for computer graphics because color displays use red, green, 
and blue to create the desired color. Therefore, the choice of the RGB color space 
simplifies the architecture and design of the system. Besides, a system that is de-
signed using the RGB color space can take advantage of a large number of exist-
ing software routines, because this color space has been around for a number of 
years. In the CMY color model gray scale extends from white to black along the 
line joining these two points and color are points on or inside the cube defined 
by vectors extending from origin. All values of CMY are assumed to be in the 
range [0, 1]. Most devices perform an RGB to CMY [10] conversion internally. 
This conversion is performed using the simple operation 

C 1 R

M 1 G

Y 1 B

−   
   

= −   
   

−   

 

3.4. HSI Color Model 

HSI color space is an attractive Model in image processing applications since it 
represents colors same as of how human eye sense. This Model comes from the 
concept of hue, saturation and intensity. The color components of HSI model 
are defined with respect to color triangle as shown in Figure 7. 
 

 
Figure 6. RGB and CMY color model. 
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Figure 7. HIS color model. 
 

In Figure 7, hue H of a color point P is the angle of the vector shown with re-
spect to the red axis. Thus, when H = 00, the color is red, when H = 600, the color 
is yellow and so on. The saturation S of a color point P is the degree which the 
color point undiluted by white and proportional to the distance from p to the 
center of the triangle. The intensity I is measured with respect to a line perpen-
dicular to the triangle and passing through its color. 

Color of the HSI model are defined with respect to normalized red, green and 
blues given in term of RGB primaries by 

r gR G B, ,
R G B R G B R G B

b
+ + +

=
+ +

=
+

=  

The intensity component in the HSI model is defined as: 

I R G B
3

=
+ +  

4. Design and Methodology 

This chapter aim is to discuss main design and methodology which include 
processing the real time images captured by a Webcam for Color Recognition 
and various mouse operations using MATLAB programming. In the touchless 
application, one of the major problems is color detection. A color finger has 
been used to make the color detection easy and fast. To simulate the click events 
of the mouse three fingers with three colors have been used.  

4.1. Requirements 

 Webcam 
 Red, Green and Blue color marker 
 Windows XP/7/vista installed computer 

4.2. Research Process: The Basic Algorithm Is as Follows 

Step-1: Webcam Initialization 
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Step-2: Acquiring image from the webcam 
Step-3: Get the grey image of the RGB frame 
Step-4: Required Color Extraction 
Step-5: Filtering the Noise 
Step-6: Acquiring Binary Image using proper threshold value. 
Step-7: Define the region and the center of the pointer 
Step-8: Window Screen Synchronization 
Step-9: Move the cursor according to the position of the center of the pointer 
Step-10: Perform the single, double, left and the right click, drugging of the 

mouse 

4.3. Program Flowchart (Figure 8) 

 
Figure 8. Program flowchart for webcam and color. 
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4.3.1. Webcam Initialization 
Webcam Initialization is performed differently on various PC’s or Laptops. It 
has to be configured based on the Webcam configuration in each system. To re-
trieve the properties of the webcam configuration in each system, type Matlab 
code, imaqhwinfo. It returns a structure that contains information about the 
image acquisition adaptors available on the system. An adaptor is the interface 
between MATLAB and the image acquisition devices connected to the system. 
The adaptor’s main purpose is to pass information between MATLAB and an 
image acquisition device via its driver. 

4.3.2. Acquiring Image from the Webcam in MATLAB 
In my project I acquired image using webcam. In MATLAB, to recognize the 
video camera I have created an object using the command vid = videoinput 
(“winvideo”). Then MATLAB automatically find the webcam connected to the 
computer. Once it is an object in the workspace we can edit its settings, such as 
the number of frames per Trigger, Returned Color space and frame grab interval 
to optimize our project. We have to start the recording of the video using the 
command start(vid). The camera will be triggered and collects frame specified by 
the frame per trigger property. The data from the image frame is acquired using 
the getsnapshot() command. Each image frame is composed of an array of M × 
N pixels (concentration of “picture element”) with M rows and N columns of 
pixels. Each pixel contains a certain value for red, green and blue (see Figure 9). 

4.3.3. Getting the Grey Image from the RGB Frame [11] 
Conversion is performed from obtained RGB true color image into grayscale in-
tensity image. The function rgb2gray (RGB) is used to convert RGB images to 
grayscale by eliminating the hue and saturation information while retaining the 
luminance (see Figure 10). 

4.3.4. Color Extraction 
Color extraction is a process of extracting color from an image. The RGB format 
is a practical method to represent color images. Matlab creates three matrices (or 
three M × N arrays) with each matrix represents normalized component of red, 
green or blue to read and store each of the frames of the video (see Figure 11). 

To detect color of the pointer, MATLAB’s built in “imsubtract” function has 
been used. Imsubtract function can be used as,  

( )Z imsubtract X,Y= , 

where, it subtracts each element in array Y from the corresponding element in 
array X and returns the difference in the corresponding element of the output 
array Z. For identifying the red color we subtract the grayscale image from its 
RGB image (:, :, 1). Similarly we can identify the green and blue color. 

4.3.5. Filtering Noise  
After detecting the required color in the input image, a median filter has been 
used to filter out the noise. Median filtering is a nonlinear operation often used  
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Figure 9. Image and corresponding 3D matrix and layer in MATLAB. 
 

 
Figure 10. Conversion of RGB frame to grayscale image. 

https://doi.org/10.4236/ijids.2023.51001


M. Alauddin et al. 
 

 

DOI: 10.4236/ijids.2023.51001 13 International Journal of Internet and Distributed Systems 
 

 
Figure 11. Conversion of gray to red component. 
 
in image processing to reduce “salt and pepper” noise. A median filter is more 
effective than convolution when the goal is to simultaneously reduce noise and 
preserve edges. As (see Figure 12) really there is no noise as the illumination 
was enough when we were getting this snapshot sample. 

4.3.6. Gray Scale Image to Binary Image Conversion 
Gray Scale Image to Binary Image conversion will be performed after using 
threshold level and that level can be used to convert an intensity or RGB image 
into a binary image using code, im2bw(im,th), where im and th are gray scale 
image and threshold value respectively. A normalized intensity value that lies in 
the range of [0, 1] and threshold value is used in my project without any me-
thod. In our study, the threshold 0.15 gave the best result for the large range of 
illumination change. The threshold black and white pixels interclass variance 
will be reduced by choosing the threshold level. Matlab code “im2bw” converts 
an RGB image into binary image through the two steps. First it converts the im-
age into a grayscale format and then converts the grayscale image into a binary 
format using that threshold level. Below (see Figure 13) shows HSI to binary 
image conversion. 

4.3.7. Position Tracking 
In my project, for position tracking, I have used MATLAB function “region-
props”. Using this function we collect the centroid value of the position of the 
detected color marker in the acquired image frame. We use this data for per-
forming mouse operations. From the difference of the centroid value of the color 
marker in the consecutive acquired image frame we have to detect the motion of 
the marker movement (see Figure 14). 

4.3.8. Window Screen Synchronization 
Based on the co-ordinates of the location of the identified color which is cali-
brated earlier, the window screen mouse co-ordinates (X, Y) are to be mapped 
accordingly. This is done by co-relating the Matlab video frame co-ordinates to 
Window screen co-ordinates mathematically. This centroid point is mapped to 
the computer screen by calculating the ratio of the screen resolution to the  
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Figure 12. Before and after filtering the image using median filter. 
 

 
Figure 13. Gray scale image to binary image conversion. 
 

 
Figure 14. Binary to required object conversion. 
 
webcam resolution. We need to subtract the coordinate of the centroid point in 
relative to the total resolution to overcome the mirror effects. As we are facing a 
webcam, it is just like we are facing a mirror. Hence, when we are moving to the 
right in our plane, the mirror is actually moving in the reverse direction in its 
own plane. The mapping calculation is given in Equation (4.1) 

( ) ( )1 1X sx sx cx x , Y sy cy y= − × = × ;                (4.1) 

where X and Y are the cursor point on computer screen, cx and cy are the reso-
lution of webcam, sx and sy are the resolution of computer screen. Below Matlab 
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codes perform the window screen synchronisation to move the mouse pointer 
based on this co-relation: 

new_size=get(0,'ScreenSize'); 
 sx=new_size(3); sy=new_size(4); 
camera_size=get(vid,'VideoResolution');  
 cx = camera_size(1); cy = camera_size(2); 
 rx=sx/cx; ry=sy/cy; 
jRobot.mouseMove(sx-rx*x1,ry*y1); 

4.3.9. Mouse Operations 
In my project for mouse operation we have imported a java file in MATLAB. For 
mouse cursor movement the centroid value is used for the green color marker. 
The value of the centroid is used as parameter in jRobot.mousemove. As the 
value of the centroid of the green color marker changed, then the cursor position 
is also changed according to the present centroid value of the color. It then se-
lects its position on the monitor screen. In this way we can move the mouse 
cursor on the screen. For performing the single click, we take the distance of the 
centroid value of red and green marker. When the distance between this two 
centroids is within specified range then we will able to perform single click using 
imported java file. When the difference between this two centroid is less than a 
specified value then we will be able to perform double click. Only red color is 
used for right click and green color is used for cursor movement in the same 
way. In order to perform the drug operation, we take the distance of the centroid 
value of green and blue marker. When the difference between this two centroid 
is less than a specified value then we will able to perform drug operation using 
imported java file [12] (see Figure 15). 
 

 
Figure 15. Various operation of touchless mouse according to their color and distance. 
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5. Result and Discussion 

After conducting a user acceptance survey targeting 20 students and 20 acade-
micians in our university, it shows that 75% of them are satisfied with the overall 
performance of the system. 70% of them feel comfortable with changing the co-
lour using finger marker. 62.5% of them are willing to substitute the mouse with 
the system instead. 

5.1. Limitations 

 Due to brightness and contrast sometimes webcam can hardly detect the ex-
pected color.  

 If the color object moves fast, then webcam cannot detect the expected color. 
 If the background color and the object color become similar than webcam 

detects unexpected pixels. 
 Highly configured pc is needed to get expected result. 

5.2. Future Plane 

 Fast and smooth movement of mouse. 
 Overcome the brightness and contrast effect.  
 Add facilities to use as application software. 
 Operate mouse with finger without any color. 

6. Conclusion 

In this study, mouse application has been developed and implemented using a 
webcam. The proposed prototype can control a lot of operations as a normal 
mouse can perform. It is also affordable to almost everyone since it only requires 
a simple webcam and color marker. Overall, we are happy with the results of my 
project and also glad. All the suggestions forwarded during the software propos-
al have been successfully completed and the final threshold of application has 
been crossed. We always enjoy learning a new programming language and being 
able to design a complex program with it. Lastly, we were pleased with the re-
sults of my project, though there are some problems that are not major problems 
at this point and my code works efficiently and effectively. It is believed that 
more enhancements could be done in the future and instead of a color pointer 
directly finger can be detected. 
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