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Abstract 
Reliable sales forecasts are important to the garment industry. In recent years, 
the global climate is warming, the weather changes frequently, and clothing 
sales are affected by weather fluctuations. The purpose of this study is to in-
vestigate whether weather data can improve the accuracy of product sales and 
to establish a corresponding clothing sales forecasting model. This model uses 
the basic attributes of clothing product data, historical sales data, and weather 
data. It is based on a random forest, XGB, and GBDT adopting a stacking 
strategy. We found that weather information is not useful for basic clothing 
sales forecasts, but it did improve the accuracy of seasonal clothing sales 
forecasts. The MSE of the dresses, down jackets, and shirts are reduced by 
86.03%, 80.14%, and 41.49% on average. In addition, we found that the 
stacking strategy model outperformed the voting strategy model, with an av-
erage MSE reduction of 49.28%. Clothing managers can use this model to 
forecast their sales when they make sales plans based on weather information. 
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1. Introduction 

With the fierce competition in the retail market, reasonable and reliable sales 
forecasts are of great significance to the clothing industry [1]. It is the premise 
for enterprises to scientifically control production, which can effectively prevent 
the backlog of commodity inventory, it not only reduces the waste of resources, 
but also improves the profit rate and overall benefit of enterprises, and it is also a 
positive response to national energy conservation and emission reduction. 
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Unlike other products, clothing has a strong fashion and seasonality, a short 
product life cycle and a long production lead time. These factors make it more 
difficult to forecast the sales of clothing products. In fashion clothing, ZARA and 
other fast fashion companies constantly adjust the sales quantity according to 
the actual demand to reduce inventory risk [2]. Although there has been some 
improvement in inventory loss, there are still some risks that are difficult to pre-
dict and mitigate, and one of the main uncertain factors is weather. Shoppers 
may take advantage of good weather to participate in outdoor activities and 
postpone or quit shopping in physical stores; Shoppers may also stay at home in 
bad weather and shop through online channels instead of physical stores. Swiss 
fashion chain H&M attributed the profit decline in 2015 to the unusually warm 
winter; and the poor sales of Gap in July 2016 were due to unfavorable weather 
conditions; and reduced spring demand according to cold and humid weather 
conditions at the end of the next year [3]. Our research focuses on the apparel 
industry, especially the impact of weather information on apparel sales. While 
reusing products, recycling, and closed-loop supply chain management can help 
companies mitigate inventory overflows caused by weather changes, it is ex-
pected that this problem will be solved at its source in the future. The clothing 
sales forecast considering weather information can control the inventory quan-
tity before the clothing production and manufacturing, alleviate the overstock at 
the source, and prevent the overproduction caused by the demand fluctuation 
caused by weather changes. 

Generally, weather has a significant impact on clothing sales [4]. In addition 
to referring to historical sales transaction data, clothing retailers should consider 
the influence of weather on sales. At present, most scholars focus on the influ-
ence of weather on consumer behavior and psychology or the influence of 
weather on enterprises’ mid- and long-term strategic decisions. Few scholars 
have focused on the effects of weather on short-term and retail sales. 

Given the above analysis, this study establishes an integrated learning model 
based on the stacking strategy, which takes weather information as an external 
impact variable into the model, and combines it with product attributes and 
historical sales data as a characteristic variable of the model to improve the ac-
curacy and generalization of the clothing sales forecasting model. 

The remainder of this paper is organized as follows. Section 2 reviews related 
research of weather in sales forecasting and the research progress of machine 
learning algorithms in forecasting models. Section 3 describes the proposed 
model. Section 4 will introduce the data used in our study explores the data, and 
analyzes and quantifies the impact of weather information on clothing sales. 
Section 5 introduces the evaluation criteria of the model application, the re-
search results obtained, and a discussion of these results. A summary and pros-
pect of this work are presented the final section. 

2. Literature Review 

Our study proposes and expands the influence of weather information on cloth-
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ing sales forecasting, mainly by discussing the influence of weather on different 
clothing categories. To better understand this research problem, we provide a li-
terature review of two aspects. First, we discuss existing literature on the impact 
of weather on sales and presented factors that might link weather to physical 
store sales. Then we provide some popular algorithms and models in clothing 
sales forecasting and analyze the advantages and disadvantages of each model. 

2.1. Research Progress on the Influence of Weather on  
Sales Forecast 

In recent years, with frequent weather changes and global warming, many im-
pacts of climate change are already visible, for instance, financial losses due to 
the increasing frequency and severity of extreme weather events due to climate 
change are continuously rising. Some scholars have begun to study the impact of 
weather on retail sales organizations regarding the adverse effects and risks of 
climate change, with the aim of proposing actions and solutions that can in-
crease adaptive and absorptive capacities in organizations to the adverse effects 
and risks of climate change. 

Parsons [5] found that temperature and rainfall would affect people’s offline 
shopping behavior, and thus retail sales. In a similar study, Steinker et al. [6] 
found that temperature, rain, and sunshine also significantly influence the daily 
sales of online retailers. They found that including weather data in the sales fo-
recasting model could reduce sales forecasting errors by 8.6% to 12.2% on aver-
age and by 50.6% during summer weekends. When studying the impact of 
weather on sales, Martinez-de-Albeniz and Belkaid [3] took additional factors 
such as location, season, and product category, and proved with case data that 
retailers could increase revenue by 2% through weather pricing. Oh et al. [7] 
used the Google search data (WGT) of winter jackets to build a generalized li-
near mixed (GLMM) seasonal clothing demand model, and decomposed the li-
near relationship between the wind chill data with a time lag and the monthly 
WGT into random effects over many years. GLMM is an extended form of the 
ordinary linear model, which extends the distribution of dependent variables, so 
that the dependent variables only obey the exponential distribution family, and 
increases the range of weather data that can be used. Babongo et al. [8] devel-
oped and trained a generalized additive model (GAM) to predict the demand for 
the next season using a ten-year data set of winter sports equipment sales in 
Switzerland and Finland combined with meteorological data, and the results 
showed that the prediction error was reduced by 45% when the weather data of 
the previous season were included. Rose and Dolega [9] adopted Random forest 
Model (RF) when quantifying the impact of weather variables on retailers’ daily 
sales. The model predicts the amount of goods sold and quantifies the impact of 
weather variables. There are many weather variables affecting sales, and the rela-
tionship between the variables is complicated, so the nonlinear relationship is 
difficult to parameterize. Compared with GAM model, random forest model can 
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better cope with this difficulty. As a classical machine learning method, Random 
forest model can process high-dimensional data and obtain the importance 
ranking of variables. It has fast speed and is not easy to overfit. Choi et al. [10] 
studied consumers’ different purchasing behaviors for weather changes, intro-
duced a simple demand prediction model, and applied it to the newsboy model 
to calculate the optimal demand level to minimize the cost and minimize the 
cost of weather risks. Boada-Collado and Martinez-de-Albeniz [11] developed a 
stochastic coefficient model that takes non-linear effects and seasonality using 
different weather parameters, and the authors found that the size of the impact 
of weather on sales depends on store location and sales theme. 

From the literature, we find that most research on sales forecast uses compre-
hensive data (monthly or quarterly). The impact of weather on sales, it is usually 
the result of averaging multiple weather data points, which greatly underesti-
mates the impact of individual weather types. Some studies only include weather 
as a covariant in the demand model, but do not further quantify the impact of 
weather on the sales of different clothing categories. Most scholars study the li-
near relationship between weather and sales, and most use traditional statistical 
models. 

2.2. Research Progress on the Sales Forecasting Model 

With the deepening and improvement of the basic theory of forecasting by re-
searchers, forecasting models have become increasingly abundant. It is mainly 
divided into two categories: traditional statistical methods that rely on the cha-
racteristics of time series [12], and artificial intelligence heuristic algorithms re-
lying on large-scale historical data [13]. Zhou et al. [14] proposed an improved 
Bass model for fast-fashion clothing demand forecasting based on the influence 
of consumer preference and seasonality on demand forecasting. The premise of 
using the Bass model is that the market potential and performance of the prod-
uct will remain unchanged in the life cycle, and the product will not be inno-
vated. Fashion retail products do not have enough life to have innovators and 
imitators, therefore, this approach is not suitable for fashion retail products with 
a short life cycle [15]. The auto regression integrated moving average (ARIMA) 
[16] and seasonal auto regression integrated moving average (SARIMA) [17] 
approaches are simple and intuitive, and can be used for quick clothing demand 
forecasting. However, the use of these time-series-based methods is insufficient 
because the demand for fashion products depends on other factors, such as price 
and the demand for other related products [18].  

Based on this argument, many scholars use the combinatorial model to im-
prove the defect that a single algorithm can’t capture the composite feature of time 
series well, such as Prophet-LSTM [19], ARIMA-LSTM [20], ARIMA-NARNN 
[21]. In the case of stock shortage, Huang and Liu [22] adopted an adaptive 
neural fuzzy reasoning method to establish a two-stage intelligent retail predic-
tion system for new clothing products. Loureiro et al. [23] forecast the future 
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sales volume of a single SKU, evaluated the performance of DNN, and compared 
the performance of four shallow data mining regression techniques. Fallah Te-
hrani and Ahrens [24] put forward a probabilistic method to identify fashion 
product categories in sales. They combine kernel machine with probabilistic ap-
proach to enhance the performance of kernel machine, and finally use it to pre-
dict the sales volume. Tichy et al. [25] proposed a model using natural language, 
using language-ambiguous IF-THEN rules to establish a causal relationship be-
tween average temperature and quarterly sales, and allowing complex linguistic 
analysis of sales based on possible weather. This kind of language is easy to be 
understood by the company management, the model predicts the result of strong 
interpretation, the data set is relatively low dependence. 

Faced with the situation of high complexity and large data sets, in recent 
years, increasing number of technologies, such as deep learning and machine 
learning have been used for prediction. We expanded on this basis. Our goal is 
to introduce weather information based on historical sales data, quantify the 
impact of weather information on clothing sales forecasts for a single product 
category in multiple stores, and establish an integrated learning model based on 
a stacking strategy to improve the accuracy and generalization of forecasts. 

3. Model Establishment 
3.1. Introduction of Stacking Model 

There are two commonly used model fusion strategies, voting and stacking fu-
sion. The process of model fusion is similar to that of integrated models, and it is 
hoped that the advantages of different models can be used as much as possible to 
produce more reliable results and improve the overall robustness of the model. 
Voting fusion includes mean fusion which uses multiple groups of prediction 
results to average and weighted fusion which gives different prediction results 
different weights and then sums them. Stacking, on the other hand, is relatively 
complex. It first uses the basic learner to fit the data in the training set to gener-
ate the underlying model and then uses the prediction value generated by the 
basic learner in the first layer as the input of the second layer [26]. Unlike voting 
fusion, it can be regarded as heterogeneous integration, and it is an advantage set 
at the algorithm level. The specific process is illustrated in Figure 1. 

Stacking algorithm: 
Assuming that the original data set A has N features, one label, and M rows of 

data, we divide the data into three parts, training set in line A, validation set in line 
B, and test set in line C, where A B C M+ + = . And _train hold out testU U U A= 
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Figure 1. Specific flow chart of Stacking algorithm. 
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3.2. Selection of Learners 

The two-layer stacking algorithm takes the prediction value generated by the 
first-layer base learner as the input of the second-layer meta-learner, therefore 
the choice of learners has a great influence on the stacking algorithm. Only by 
choosing the appropriate base learner and meta-learner can we maximize the ef-
fect of learning from each other [27]. Usually, the choice of learners needs to pay 
attention to the following problems. First, ensure that each basic learner has cer-
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tain differences and the prediction effect is more accurate, and close. Addition-
ally, the meta-learner should be a simple model with stable and good perfor-
mance. In this study, random forest, Extreme Gradient Boosting (XGB) and 
Gradient Boosting Decision Tree (GBDT) were selected as the basic learners of 
the first layer, and Bayesian regression as the meta-learners of the second layer. 

Random Forest (RF) is bagging algorithm, and its essence is the process of 
outputting multiple weak model decision trees into strong models [28]. The 
model contains many decision trees, each of which randomly samples a small 
part of the data set for training, and finally integrates the output results of each 
decision tree. GBDT and XGB belong to the boosting method, but GBDT can 
only use the CART tree, whereas XGB supports both the CART tree and linear 
classifier. GBDT uses only the first derivative in optimization, and XGB makes 
the second Taylor expansion of the cost function, using both the first and second 
derivatives. To determine the best split point, XGB stores the feature sorting as a 
block structure before training, and then reuse this structure to reduce the 
amount of calculation. 

4. Experimental Cases 
4.1. Data Sources 
4.1.1. Retail Data 
These experimental data come from a women’s fashion retail brand in 
Hangzhou, including daily sales transaction data from 2018 to 2019 in POS sys-
tems of all physical stores in Hangzhou, with a total of more than 100,000 
records, as shown in Table 1. All data were desensitized for commercial reasons. 
The women’s clothing brand stores are located on pedestrian streets and shop-
ping malls, and the types of stores are divided into regular price stores and Ole 
stores. All stores adopt the same sales theme, and the categories of products sold 
are T-shirts, shirts, dresses, trousers, waistcoats, windbreakers and so on, total-
ing 19 kinds. 

 
Table 1. Example of daily sales transaction data of a women’s clothing brand in Hangzhou. 

Date of 
document 

Store 
serial 

number 

main 
type 

Middle 
class 

subclass 
Style  

number 
color measure 

Retail 
amount 

discount 
Transaction 

amount 
quantity 

20180101 1 top knitwear 
Long sleeve  

pullover sweater 
A117*** white S 299 42% 125.1 1 

20180101 1 top knitwear 
POLO collar 

sweater 
N126*** black M 439 35% 153.6 1 

20180102 1 bottom pants 
ankle-length 

trousers 
A117*** black S 369 42% 154.9 2 

20180101 2 bottom Dress Short strap skirt N817*** black L 499 60% 299.4 1 

… …  …  … … … … … … … 
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4.1.2. Weather Data 
The weather data used in this study were obtained from the Hui-Ju Meteorolog-
ical Data Website (https://hz.hjhj-e.com/home), and the selected Hangzhou area 
had a granularity of days. Twelve weather variables were collected: average tem-
perature, maximum temperature, minimum temperature, humidity, wind speed, 
wind level, daily rainfall, visibility, average total cloud cover, air pressure, and 
weather type. These weather variables are based on previous studies on the in-
fluence of weather on sales. 

4.1.3. Data Summary 
Because the data in the POS system is highly intermittent, we cannot directly use 
SKU-level data from a single store, so we first aggregate the original sales data. 
On a regional scale, we summarize all stores in Hangzhou; In the time dimen-
sion, we aggregate in days; and at the product level, we aggregate individual cat-
egories of clothing. Specifically, we summarized the sales data of different stores 
with the same SKU on the same date into a table, and then count the number of 
different product categories. Secondly, we matched the weather data according 
to the date and summarized it in the sales data table. Finally, we obtained the 
summary data of sales records of different categories in Hangzhou with weather 
information, and the specific variables included are shown in Figure 2. 

4.2. Data Analysis 
4.2.1. Exploration of Weather Characteristics 
Because the sales of different clothing categories will show different characteris-
tics under different weather conditions, for example, a cold winter with low  
 

 
Figure 2. Summarize the characteristic variables contained in the data. 
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temperature and low humidity is beneficial to the sales of down jackets, and a 
hot summer with high temperature and dryness is beneficial to the sales of short 
skirts. Therefore, it is helpful to improve the accuracy of the sales forecast model 
by analyzing the sales characteristics of different clothing categories under dif-
ferent weather conditions. 

First, we selected six representative clothing categories, namely T-shirts, shirts, 
dresses, pants, down jackets, and sweaters, and analyzed their Pearson correla-
tion coefficient with weather variables using, the following formula: The correla-
tion between each clothing category and weather elements was clear. Table 2 
shows the correlation coefficient of the top five weather variables with the high-
est correlation with clothing sales. 
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where n is the number of samples, sum is the sample mean of x and y, and p is 
the correlation coefficient. X  and Y  are the sample means of X and Y, re-
spectively, and p is the correlation coefficient. 

Among them, temperature has a significant correlation with almost all types 
of clothing sales, down jackets and sweaters have a negative correlation with 
temperature; T-shirts, shirts, and pants are positively correlated with tempera-
ture. The negative correlation coefficient with the down jacket temperature was 
the largest 0.520; and the positive correlation coefficient with the T-shirt tem-
perature was 0.317. Knitted sweaters are negatively correlated with wind speed, 
daily rainfall, and average total cloud cover to different degrees. The sales 
changes in the different clothing categories in the temperature range are shown 
in Figure 3. 

The sales volume of dresses, pants, T-shirts, and shirts, when the temperature 
is below 20˚C, the sales volume increases with the increase of the temperature;  

 
Table 2. Correlation coefficient between sales volume of different clothing categories and weather variables. 

Clothing  
category sales 

Average temperature 
(˚C) 

Humidity (%) 
Wind speed 

(m/s) 
Daily rainfall 

(mm) 
Average cloud 

cover (%) 

T-shirt 0.317** −0.101** −0.022 −0.012 −0.006 

shirt 0.254** −0.108** 0.005 −0.036 −0.016 

pants 0.215** −0.067 −0.029 −0.039 −0.033 

Dress 0.299** −0.031 −0.029 0.005 0.014 

knitwear −0.165** −0.052 −0.126** −0.088* −0.088* 

down jacket −0.520** 0.049 −0.053 −0.044 0.044 

Note: **Indicates significance < 0.01, and *Indicates significance < 0.05. 
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Figure 3. Trends of sales volume of different clothing categories with temperature. 

 
The sales volume reaches the maximum value at 20˚C - 25˚C; When the temper-
ature exceeds 25˚C, the sales volume decreases with the increase of air tempera-
ture. When the temperature was lower than 15˚C, the sales volume of knitwear 
increased with an increase in temperature. Sales reached a maximum at 15˚C - 
20˚C; when the temperature exceeded 20˚C, the sales volume decreased with an 
increase in air temperature. The temperature effect of the down jacket was dif-
ferent from that of the first five garments. Its peak sales volume lies in the tem-
perature range 5˚C - 10˚C. Beyond this temperature range, the sales volume de-
creased with an increase in temperature. 

4.2.2. Exploration of Other Characteristics 
We divided the time of working days and holidays for the calendar, and drew a 
box diagram based on these two variables, as shown in Figure 4 comparing sales 
volume on weekdays and non-weekdays. Figure 5 shows the comparison be-
tween holidays and non-holidays. We found that on weekends and holidays, the 
overall level of clothing sales was much higher than that on weekdays and 
non-holidays. Therefore, we included these two variables in the model when es-
tablishing the sales prediction model. 

4.3. Feature Engineering 

We collected three types of data: basic product attributes, historical sales, and 
weather data. As our research focuses on the influence of weather information 
on sales forecast, to obtain an unbiased estimate, we must ensure that the 
brand’s prior discount level has nothing to do with the weather type. We inter-
viewed enterprise managers, whose sales plans are usually prepared one or two  
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Figure 4. Comparison of sales distribution between working days and non-working days. 
Note: In Figure 4, 0 indicates working days and 1 indicates non-working days. 
 

 
Figure 5. Comparison of sales distribution between non-holiday and holiday. Note: In 
Figure 5, 0 indicates non-holiday and 1 indicates holiday. 
 
ago, and they do not use weather as an input variable, which allows us to include 
weather as an external impact variable in our forecast model, to consider wheth-
er introducing weather information can improve the accuracy of the clothing 
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sales forecast. 
We sorted and summarized the collected data, preprocessed the data to fill in 

the missing values and deleted abnormal values. There were 13 characteristics in 
the original data of this experiment. Due to the high intermittence of data in the 
POS system, we use the summary data aggregated by category, which will cause 
us to lose information such as money number, color, and size. These do not af-
fect our research on the original record sheet. In addition, according to the 
above data exploration, we found that holidays also have a significant impact on 
clothing sales, so we decomposed the listing date, added feature variables such as 
month, day, week, whether it is a holiday, holiday type and adopted one-hot 
unique coding for features with category attributes. Finally, 23 characteristic va-
riables were obtained. Table 3 lists the characteristic variables. 

 
Table 3. Data characteristics. 

Feature name meaning Numerical examples 
Data Specific date The specific date and time: January 25th, 2018 
Year age Year value, example: 2018 
Month month Month value, example: 1 
Day date Numerical value, example: 25 
Day of week What day of the week? Number of weeks, example: 4 
If weekday Is it a weekend? 0: weekdays, 1: Saturdays and Sundays 

Holiday type Types of holidays 
A: New Year’s Day, B: Spring Festival, C: Qingming, D: Labor Day,  
E: Dragon Boat Festival, F: Mid-Autumn Festival, G: National Day 

If holiday Is it a holiday? 0: non-holidays, 1: holidays 

Weather type Weather type 
A: sunny, B: cloudy, C: light rain, D: moderate rain, E: heavy rain,  
F: heavy rain, G: light snow, H: sleet 

Max temperature Daily maximum temperature (˚C) Temperature range −2˚C - 38˚C 
Min temperature Minimum daily temperature (˚C) Temperature range −3.9˚C - 30˚C 
Mean temperature Average daily temperature (˚C) Temperature range −1.3˚C - 33.5˚C 
humidity Average daily humidity (%) Humidity value, example: 28 
wind speed Wind speed (m/s) Wind speed, example: 3 

wind rank Wind speed grade 
1: no wind, 2: light wind, 3: gentle wind, 4: strong wind, 5: strong 
wind, 6: typhoon 

at_pressure Atmospheric pressure (hpa) Numerical value, example: 1013 
Visibility Visibility (km) Numerical value, example: 23.5 
Daily rainfall Daily rainfall (mm) Daily rainfall value, example: 12.5 
Average cloud cover Average cloud cover (%) Average cloud cover value, example: 84 

Average_retail_X Average daily retail amount 
Average daily retail amount of a certain category of clothing,  
for example: 592.33 

total_retail_X Total daily retail amount 
Total daily retail amount of a certain category of clothing,  
for example: 1777 

total_transaction_X Total daily transaction amount 
Total daily turnover of a certain category of clothing,  
for example: 1414.3 

Average_discount_X Average discount rate Average discount rate of a certain type of clothing, for example: 0.8 
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4.4. Model Evaluation Indicators 

In the training process of our model, there are still many parameters that need to 
be adjusted artificially, and these parameters have a significant impact on the 
improvement of the model prediction accuracy. In the selection of parameters, 
the grid search method is used to divide the parameter space into several grids, 
and the model to be trained is optimized by traversing all parameter combina-
tions at the intersections of the grids, to determine the best parameter combina-
tion [29]. 

To better test the accuracy of the model, we used the mean square error to 
evaluate the model, which is expressed as follows: 

( )2

1

1 ˆMSE
n

i i
i

y y
n =

= −∑  

iy  refers to real data after logarithmic smoothing. ˆiy  indicates the pre-
dicted value. The experiment was completed in the Jupyter Notebook Python 
3.6. The prediction process is illustrated in Figure 6. 

5. Experimental Results and Analysis 
5.1. Prediction Results of the Single Model 

First, we forecast the total sales volume of clothing, including all clothing cate-
gories. We then substituted it into the random forest, XGB, and GBDT models. 
The prediction errors of the models are shown in Table 4 of the ALL series. 
Theoretically, we expect to improve the accuracy of the model predictions by 
adding more external information. However, in our experiment, we found that 
after adding weather information, the prediction error MSE of these three mod-
els increased, regardless of whether it was a random forest, XGB or GBDT. This 
shows that for the total clothing sales, directly introducing weather information 
will reduce the accuracy of the model prediction, and the weather information  
 

 
Figure 6. Specific flow chart of sales forecast. 
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Table 4. Comparison of the influence of weather information on sales forecast results of different types of clothing. 

category algorithm 
No weather information 

MSE 
Add weather information 

MSE 
Accuracy of the model after 
adding weather information 

ALL  
(all categories) 

RF 1397.71 1423.94 

reduce XGB 1022.55 1202.55 

GBDT 443.21 944.63 

Dress shirt 

RF 65.19 26.96 

raise XGB 35.67 26.60 

GBDT 39.74 28.70 

Dress 

RF 40.96 8.72 

raise XGB 29.45 2.64 

GBDT 29.93 2.66 

Drown jacket 

RF 16.16 2.14 

raise XGB 19.34 5.11 

GBDT 9.69 1.72 

T_shirt 

RF 0.71 7.04 

reduce XGB 0.69 5.33 

GBDT 0.69 2.69 

Pants 

RF 0.71 7.04 

reduce XGB 0.69 5.33 

GBDT 0.69 2.69 

Knitwear 

RF 0.71 7.04 

reduce XGB 0.69 5.33 

GBDT 0.69 2.69 

 
here is a type of noise for the prediction model. Our analysis may be because the 
same weather has different effects on the sales of different kinds of clothing, such 
as high temperature and high humidity. The sales of T-shirts increased, the sales 
of trousers decreased, but the overall sales of clothing remained unchanged. 
Therefore, we forecasted the total sales volume of clothing by category and se-
lected six representative garments. The forecast errors for the six garment cate-
gories are listed in Table 4. 

We found that for the sales of T-shirts, trousers, and knitwear, after adding 
weather information, the prediction error MSE of the three models increased, 
which shows that the weather information is also noise for the prediction of the 
sales of these three garments. After adding weather information to the other 
three garments, dresses, down jackets, and shirts, the prediction accuracy of the 
three models was significantly improved, and the MSE of the prediction errors 
was greatly reduced. The MSE of the dresses, down jackets, and shirts are re-
duced by 86.03%, 80.14%, and 41.49% on average. 
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Combined with our data exploration of weather information, we found that 
the causes of this phenomenon were T-shirts, pants, and sweaters. These three 
types of clothing belong to basic models, whereas dresses, down jackets, and 
shirts belong to seasonal models. Basic clothing is less affected by weather, and 
its demand is relatively stable. It can be sold in a stable manner throughout all 
seasons. Seasonal clothing is greatly affected by weather. With the alternation of 
seasons and the change in temperature, the sales volume in each season is also 
quite different [30]. Therefore, introducing weather information into the fore-
casting model will interfere with the sales forecast of basic clothing, but it will 
help improve the accuracy of seasonal clothing sales forecasts. When making 
short-term sales plans about weather information, the sales staff of offline phys-
ical stores need to focus on the influence of weather on seasonal clothing sales to 
appropriately modify the order quantity to avoid the risk of out-of-stock or 
over-stock, and improve their daily decisions [3]. 

5.2. Prediction Results of Stacking Strategy Fusion  
Integration Model 

We obtained the prediction results of the random forest, XGB, and GBDT as a 
single model. Based on this result, we fused the stacking strategies. Table 5 
shows the performance comparison between the stacking strategy model and 
voting strategy model on the test set. From the table, we can see that the predic-
tion error MSE of the stacking fusion strategy is lower than that of the voting 
strategy, which averages the prediction results of multiple groups of single mod-
els. The MSE of dresses, shirts and down jackets decreased by 52.17%, 25.22%, 
and 25.29% respectively. It also shows that compared with the numerical linear 
combination, the stacking integration strategy has a better effect, which can 
complement the advantages of different learners and improve the overall genera-
lization performance of the model. 

In addition, we find that when weather information is included in the forecast 
model as an external impact variable, the overall trend of the forecast error in-
creases with increasing forecast time. Among them, the sales forecast error of  

 
Table 5. Comparison of prediction errors of stacking fusion model with weather information of different time lengths. 

Category Algorithm 
There are 7 days of 

weather  
information MSE 

There are 14 days of 
weather  

information MSE 

There are 21 days of 
weather  

information MSE 

There are 30 days of 
weather information 

MSE 

dress 
voting 15.64 28.28 36.00 36.66 

stacking 4.06 10.66 15.10 25.94 

Dress shirt 
voting 12.38 15.22 24.82 34.59 

stacking 6.50 10.27 16.29 32.00 

drown jacket 
voting 18.14 15.45 25.77 26.66 

stacking 12.85 8.88 18.80 23.74 
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dresses and shirts was the smallest when 7-day weather information was added. 
However, the sales forecast error of the down jacket is the smallest when 14 days 
of weather information added. 

6. Summary 

In this study, we used sales transaction data of a women’s fashion retail brand in 
Hangzhou to investigate the impact of weather on the sales of physical clothing 
stores. We found that not all clothing categories could improve the accuracy of 
sales forecast when weather information is included. For total clothing sales, in-
cluding weather information, the prediction accuracy cannot be improved. The 
reason for this phenomenon is that total clothing sales include different types of 
clothing, and different types of clothing have different weather sensitivity. 
Therefore, we selected six representative clothing categories and predicted them. 

We found that the results depend on the product category. We found that 
weather information did not improve the accuracy of sales prediction for basic 
clothing, such as T-shirts, pants, and knitwear. However, introducing weather 
information can improve the accuracy of model prediction of dresses, down 
jackets, and shirts with a seasonal trend, and the MSE of dresses decreases by 
86.03% on average. On average, the MSE of the down jackets and shirts de-
creased by 80.14% and 41.49%, respectively. In addition, we found that the 
stacking integration strategy model performed better than the voting combina-
tion strategy model, with an average MSE reduction of 49.28%. The prediction 
accuracy of the model decreased with an increase in the forecast time, and the 
weather information containing 7 days was the best. The results showed that 
weather information with daily granularity is more suitable for short-term pre-
diction. 

This has theoretical and practical significance for the garment industry. Aca-
demically, when establishing prediction models for clothing sales, researchers in 
the clothing industry should add variables according to the characteristics of 
clothing products. It is not that adding more variables to the model can improve 
the accuracy of the model. For example, weather information can be added to 
seasonal clothing sales forecasting models; however, the basic clothing sales fo-
recasting model can reduce the consideration of weather information.  

In practice, clothing managers should focus on recent weather and reasonably 
plan product categories when making sales plans based on weather information. 
Develop different plans for different clothing categories to balance the weather 
responses of each category. For some weather-sensitive clothing categories, such 
as seasonal clothing, managers need to contact recent weather information to 
modify the order quantity appropriately. For other clothing categories that are 
not sensitive to weather information, such as basic clothing, weather informa-
tion does not need to be considered to reduce the daily workload.  

Although our study extends the influence of weather information on sales fo-
recasting for different clothing categories, as well as the influence of weather in-
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formation of different time lengths on forecasting accuracy, there are still some 
factors that limit our findings and provide new directions for future research.  

In our study, we used the meteorological and sales data of Hangzhou, so our 
results represent Hangzhou, and other regions may indicate different weather 
effects on different clothing categories. In addition, what we do is after-the-fact 
analysis, the weather data we use is the real weather acquired after the event, and 
the real forecast scene should be input with the weather forecast data. The error 
of weather forecast data increases by approximately 80% every 2.5 days [31]. 
Therefore, future research can be improved in the above two aspects, and dif-
ferent demand patterns can also be considered. In other words, in the demand 
stage and product life cycle stage, weather information should be considered to 
improve the accuracy of sales forecasts for different clothing categories. 

It is hoped that this review will help inform researchers and industry practi-
tioners to better understand the close relationship between weather change and 
the garment industry, and to spread comprehensive awareness about the use of 
weather information as a management tool. While better retail planning won’t 
completely eliminate the inventory overhang, its reduction is also important. 
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