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#### Abstract

Two simple voltage-controlled-oscillators (VCO) with linear tuning laws employing only a single current feedback operational amplifier (CFOA) in conjunction with two analog multipliers (AM) have been highlighted. The workability of the presented VCOs has been demonstrated by experimental results based upon AD844 type CFOAs and AD534 type AMs.


Keywords: Voltage-Controlled Oscillators, Current Feedback Op-Amps, Current-Mode Circuits, Analog Multipliers

## 1. Introduction

Although a number of new building blocks and circuit concepts related to current-mode circuits have been investigated in recent literature [1-3], the use of current feedback operational amplifiers (CFOAs) as an alternative to the traditional voltage-mode op-amps (VOA), has attracted considerable attention (see [4-7] and the references cited therein) in various instrumentation, signal processing and signal generation applications due to their commercial availability as off-the-shelf ICs as well as due to the well known advantages offered by CFOAs over the VOAs. Because of these reasons, use of CFOAs has been extensively investigated in realizing oscillators, for instance, see [6,8-11] and the references cited therein. Although, a variety of CFOAs are available from various manufacturers, AD844 (from Analog Devices) which contains a CCII+ followed by a voltage buffer is particularly flexible and popular due to the availability of z-terminal of the CCII + therein as an externally accessible lead which permits AD844 to be used as a CCII+ (one AD844) or as CCII- (employing two AD844s) or as a general 4-terminal building block [6].

Voltage-Controlled Oscillators (VCO) are important building blocks in several instrumentation, electronic and
communication systems, such as in function generators, in production of electronic music to generate variable tones, in phase locked loops and in frequency synthesizers [12-17].

A known method of realizing VCOs is to devise an RC-active oscillator configuration with two analog multipliers (AM) appropriately embedded to enable independent control of the oscillation frequency through an external control voltage $V_{\mathrm{C}}$ applied as a common multiplicative input to both the multipliers. When two AMs are appropriately embedded in such a configuration, this technique gives rise to a linear tuning law of the form

$$
\begin{equation*}
f_{0} \propto V_{C} \tag{1}
\end{equation*}
$$

Based upon this approach, a number of VCO configurations have been proposed by various researchers in the past [12,14-17] employing traditional VOAs and AMs.

A family of eight, CFOA-based linear VCOs of the above kind has recently been presented in [18]; however, all the circuits presented therein require two CFOAs along with two AMs. The main object of this communication is to highlight two simple linear VCOs of the above kind, which are realizable with only a single CFOA along with two AMs. Experimental results using AD844 CFOAs have been given and the advantages of the new

CFOA-based VCOs as compared to previously known VOA-based VCOs of [12,14-17] have been highlighted.

## 2. VCO Configurations Based on CFOAs

A CFOA is characterized by the instantaneous terminal equations $I_{y}=0, V_{x}=V_{y}, I_{z}=I_{x}$ and $V_{w}=V_{z}$. On the other hand, the output of an AM with two inputs $V_{1}$ and $V_{2}$ is of the form $V_{o}=K\left(\frac{V_{1} V_{2}}{V_{\text {ref }}}\right)$, where $V_{\text {ref }}$ is the reference voltage of the multiplier set internally (usually at 10 volts in case of AD534) and $K$ can be set up +1 or -1 by grounding appropriate terminals of AD534. The value of $K$ used for the various multipliers is shown on the symbolic notation itself.

The proposed circuits are shown in Figure 1 and are derived from the op-amp-AM VCOs of Figure 2 of [14] with the CFOA configured as a negative impedance converter (NIC).

Choosing the same $V_{\text {ref }}$ for both the multipliers, the circuits of Figures 1(a), 1(b) have the condition of oscillation (CO) and frequency of oscillation (FO) given by

$$
\begin{equation*}
\text { CO: }\left(C_{1}-C_{2}\right) \leq 0 \tag{2}
\end{equation*}
$$
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Figure 1. CFOA-based VCOs.

$$
\begin{equation*}
\text { FO: } f_{0}=\frac{\beta}{2 \pi} \sqrt{\frac{1}{C_{1} C_{2} R_{1} R_{2}}} \text {; where } \beta=\frac{V_{C}}{V_{\text {ref }}} \tag{3}
\end{equation*}
$$

Thus, it is seen that $f_{0}$ is linearly controllable by the external control voltage $V_{\mathrm{C}}$, as desired. However, as per Equation (2), one needs a variable capacitor to adjust CO.

## 3. Consideration of CFOA Parasitics

The prominent non-idealities of the CFOAs include-a finite non-zero input resistance $r_{x}$ at port- $x$ (typically around $50 \Omega$ ), $y$-port parasitics consisting of a parasitic resistance $R_{y}$ (typically $2 \mathrm{M} \Omega$ ) in parallel with a parasitic capa- citance $C_{y}$ (typically 2 pF ) and z-port parasitic impedance consisting of a parasitic resistance $R_{p}$ (typically $3 \mathrm{M} \Omega$ ) in parallel with a parasitic capacitance $C_{p}$ (typically, between $4-5 \mathrm{pF}$ ). In case of an analog multiplier, the finite non-zero output resistance $r_{\text {out, }}$ as per datasheet of AD534, is merely $1 \Omega$ and hence, can be ignored in all the cases. On the other hand, the input impedance of the AM , being $10 \mathrm{M} \Omega$, is sufficiently high and hence, its effect can be ignored since usually, $R_{2}$ and $1 / \omega C_{2}$ would be relatively much smaller over the freदquelacguramtitatifendesestment of the effect of the various CFOA non-idealities, we have carried out a re-analysis of both the VCOs and the nonideal expressions for CO and FO are given in Tables $\mathbf{1}$ and $\mathbf{2}$ respectively. It may be noted that since CFOA has $y$ - $w$ shorted, the $y$-port parasitics do not affect the operation of the circuits and hence, do not appear in the nonideal expressions of CO and FO.

It is easy to infer from the expressions given in Tables 1 and 2 that the errors caused by the influence of CFOA can be kept small by choosing all external resistors to be much larger than $r_{x}$ but much smaller than $R_{p}$ and choosing both external capacitors to be much larger than $C_{p 1}$ and $C_{p 2}$.

Table 1. Ideal and non-ideal conditions of oscillation.

$$
\begin{array}{cc}
\hline \text { VCO } & \text { Ideal CO } \\
\hline 1 \quad C_{1}=C_{2} \quad C_{1}=C_{2} \frac{\left\{1-\frac{R_{2}}{R_{p}}-R_{x}\left(\frac{1}{R_{1}}+\frac{1}{R_{p}}\right)\left(1+\frac{R_{2}}{R_{1}}\right)\right\}}{1+R_{x} \frac{\left(1-\beta^{2}\right)}{R_{1}}}-C_{p} \\
2 & C_{1}=C_{2} \quad C_{1}=C_{2} \frac{\left\{1-\frac{R_{2}}{R_{p}}-R_{x}\left(\frac{1}{R_{1}}+\frac{1}{R_{p}}\right)\left(1+\frac{R_{2}}{R_{1}}\right)\right\}}{1+\frac{R_{x}}{R_{1}}}-C_{p}
\end{array}
$$

Table 2. Ideal and non-ideal frequency of oscillation.

$$
\begin{gathered}
\hline \text { VCO } \quad \text { Ideal FO } \\
\hline 1 \omega_{0}^{2}=\frac{\beta^{2}}{C_{1} C_{2} R_{1} R_{2}} \quad \omega_{0}^{2}=\frac{\beta^{2}-\frac{R_{1}}{R_{p}}+R_{x}\left(1-\beta^{2}\right)\left(\frac{1}{R_{1}}+\frac{1}{R_{p}}\right)}{\left(C_{1}+C_{p}\right) C_{2} R_{1} R_{2}\left\{1+R_{x}\left(\frac{1}{R_{1}}+\frac{1}{R_{2}}\right)\right\}} \\
2 \quad \omega_{0}^{2}=\frac{\beta^{2}}{C_{1} C_{2} R_{1} R_{2}} \quad \omega_{0}^{2}=\frac{\beta^{2}+\frac{R_{1}}{R_{p}}+R_{x}\left(\frac{1}{R_{1}}+\frac{1}{R_{p}}\right)}{\left(C_{1}+C_{p}\right) C_{2} R_{1} R_{2}\left\{1+R_{x}\left(\frac{1}{R_{1}}+\frac{1}{R_{2}}\right)\right\}}
\end{gathered}
$$

An inspection of Tables 1 and 2 shows that including the non-ideal parameters of the CFOA will result in a condition of oscillation that can not be controlled without disturbing the frequency of oscillation. Thus, it appears that the advantage of the proposed circuits in providing non-interacting controls of CO and FO is lost. However, the same can be circumvented by proper selection of the values of the resistors. This limits the ease of the design process and affects the highest frequency realizable by the proposed circuits.

A quantitative comparison of $f_{0}$ calculated from nonideal formula and values obtained practically is given in Section 5.

## 4. Frequency Stability Properties

Frequency stability is an important figure of merit for oscillators. The frequency stability factor $S_{F}$ is defined as $S_{F}=\frac{d \phi(u)}{d u}$ where $u=\frac{\omega}{\omega_{0}}$ is the normalized frequency and $\phi(u)$ is the phase of the open-loop transfer function of the oscillator circuit. The expressions for the frequency stability factors for both the VCOs for $C_{1}=C_{2}$ $=C, R_{1}=R$ and $R_{2}=R / n$ have been derived and are found to be $-\frac{2 \sqrt{n}}{n+1}$.

It can be easily deduced that for $n=1, S_{F}$ is exactly 1 for both the VCOs. This figure is better than several classical oscillators such as Wein bridge oscillator and thus, both the proposed VCOs can be regarded to be quite satisfactory from this viewpoint.

## 5. Experimental Results

Both the VCOs have been experimentally studied using AD844 type CFOAs and AD534 type AMs biased with $\pm 15$ volts DC power supplies and it has been possible to
generate oscillation frequencies from tens of kHz to several hundreds of kHz with tolerable errors in the frequency.

Experimental results of the proposed VCOs are shown in Figures 2 (a) and 2(b). The component values chosen were as under: For the circuits of Figure 1, $R_{1}=R_{2}=1 \mathrm{k} \Omega$, $C_{1}=1 \mathrm{nF}$ and $C_{2}$ was taken as a variable capacitor to adjust the CO. Figure 2(a) shows the variation of oscillation frequency with control voltage $V_{\mathrm{C}}$ for the VCO of Figure 1(a) whereas Figure 2(b) shows a typical waveform ( $f_{0}=68.7 \mathrm{kHz}, V_{0 p-p}=3 \mathrm{~V}$ ) obtained from the VCO of Figure 1(b).

The measured values of the THD for the two VCOs are found to be $1.88 \%$ and $1.52 \%$ respectively. The practical results show a reasonably good correspondence between the theoretical and experimental values and con- firm the workability of the two VCOs.


Figure 2. Experimental results of the VCOs: (a) Variation of frequency with VC for VCO-1; (b) A typical waveform generated from VCO-2 ( $f_{0}=68.7 \mathrm{kHz}, V_{0 p-p}=3 \mathrm{~V}$ ).

## 6. Concluding Remarks

In this communication, we highlighted two simple CFOA-AM-based VCOs, providing linear tuning laws, which are derivable from previously known op-amp-AM based VCOs published in [14]. The workability of the new VCOs has been confirmed by the experimental results, based upon AD844 type CFOAs and AD534 type analog multipliers.

A comparison with the previously known linear VCOs of [12,14-17] is now in order. The VCOs presented here have the advantage of requiring fewer AMs than those of [15], fewer resistors than those of $[14,16,17]$ and fewer active elements than those of [15-17]. When the single-CFOA-RC VCOs are compared with single-op-amp-RC VCOs of [14] (Figure 2 therein), they have the advantage of employing two less resistors. Furthermore, when compared to op-amp-RC VCOs of [12,14-17], the CFOA- RC VCOs presented here not only offer relatively higher operational frequency range (several hundred kHz as compared to only a few kHz available from the op-amp- RC VCOs) they also exhibit lower distortion level (THD being less than 2\%). Lastly, when compared with the CFOA-AM-RC circuits presented recently in [18] all of which require two CFOAs, the circuits presented here have the advantage of employing only a single CFOA.
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#### Abstract

In this paper, four new first order voltage mode cascadable all-pass sections are proposed using single active element and three grounded passive components, ideal for IC implementation. The active element used is a fully differential current conveyor. All the proposed circuit possess high input and low output impedance feature which is a desirable feature for voltage-mode circuits. Non-ideality aspects and parasitic effects are also given. As an application, a multiphase oscillator is designed. The proposed circuits are verified through PSPICE simulation results using TSMC $0.35 \mu \mathrm{~m}$ CMOS parameters.
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## 1. Introduction

Voltage mode (VM) active filters with high-input and low-output impedance are of great interest because several cells of this kind can be directly connected in cascade within voltage-mode systems without additional voltage buffers. On the other hand, the use of grounded capacitor is beneficial from the point of integrated circuit implementation and also having less parasitic compared to floating counterparts [1].

First order all-pass filters are an important class of analogue signal processing circuits which have been extensively researched in the technical literature [2,3] due to their utility in communication and instrumentation systems, for instance as a phase equalizer, phase shifter or for realizing quadrature oscillators band pass filters etc. Numerous first-order voltage-mode all-pass sections (VMAPSs) employing different types of active element such as current conveyors and its different variations have been reported in the literature [4-24]. Among the cited references, several VM-APSs employ a single standard current conveyor [6-16,19-22]. Such circuits aim at realizing the first order all-pass function using optimum number of passive components, rather using grounded components or offering high input and low output impedance
feature together. The circuits reported in $[17,18]$ enjoy high input impedance but uses two active element and three grounded passive components. Some of the circuits described in [15,21-23] fall in the separate category of tunable, resistorless realizations, the most recent of these [22,23] enjoys high input and/or low output impedance. A recent published all-pass filter circuit in [24] employ two DVCCs and two passive components with the advantage of high input impedance and low output impedance, which is ideal for cascading, but it still suffer from floating resistor. But a careful survey reveals that none of the reported works realizes a VM-APS using single active element, grounded passive components, and also providing high input impedance and low output impedance features simultaneously.

This paper proposes four new first order VM cascadable all-pass sections, with high input and low output impedance using single active element and three grounded passive components, which are ideal for IC implementation. Each circuit employs two grounded resistors and one grounded capacitor. The proposed circuits are based on fully differential second generation current conveyor (FDCCII), an active element to improve the dynamic range in mixed mode application, where fully differential signal processing is required [25]. As an application, the
proposed circuit realizes a multiphase oscillator. PSPICE simulation results using TSMC $0.35 \mu \mathrm{~m}$ CMOS parameters are given to validate the circuits.

The paper is organized as follows: in Section 2, the proposed all-pass filters using FDCCII are presented. In Section 3, parasitic and non-ideal analyses of the proposed circuits are given. In Section 4, to verify the theoretical study the first order all-pass filters were constructed and simulated with PSPICE program. In Section 5, a multi- phase oscillator is implemented to show the usefulness of the proposed circuits as an illustrating example and finally the conclusion in Section 6.

## 2. Proposed Circuit

The FDCCII is an eight terminal analog building block with a describing matrix equation of the form [25]

$$
\left[\begin{array}{c}
I_{Y 1}  \tag{1}\\
I_{Y 2} \\
I_{Y 3} \\
I_{Y 4} \\
V_{X+} \\
V_{X-} \\
I_{Z+} \\
I_{Z-}
\end{array}\right]=\left[\begin{array}{cccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & -1 & 1 & 0 & 0 & 0 & 0 & 0 \\
-1 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
V_{Y 1} \\
V_{Y 2} \\
V_{Y 3} \\
V_{Y 4} \\
I_{X+} \\
I_{X-} \\
V_{Z+} \\
V_{Z-}
\end{array}\right]
$$

The symbol and CMOS implementation of FDCCII
are shown in Figure 1 [25]. The $Y_{1}, Y_{2}, Y_{3}$, and $Y_{4}$ terminals are high-impedance terminals, while $X+$ and $X$ - terminals are low-impedance ones. The $Z+$ and $Z$ - terminals are high impedance nodes suitable for current outputs. FDCCII is a useful and versatile active element for analog signal processing. The applications of FDCCIIs in filters and oscillators design using only grounded passive components were demonstrated in $[26,27]$.

The voltage transfer function of an all-pass filter can be given as

$$
\begin{equation*}
\frac{V_{\text {OUT }}}{V_{I N}}=K \frac{s \tau-1}{s \tau-1} \tag{2}
\end{equation*}
$$

where $K$ is the gain constant and its sign determines whether phase shifting is from $0^{\circ}$ to $-180^{\circ}$ or from $180^{\circ}$ to $0^{\circ}$, and $\tau$ is the time constant. The four proposed first order VM cascadable all-pass sections using a single FDCCII and three grounded passive components are shown in Figures 2(a)-2(d). The four circuits in Figures 2 (a)-2(d) are characterized by the voltage transfer function as

$$
\begin{equation*}
\frac{V_{\text {OUT }}}{V_{I N}}=K\left(\frac{s-\left(1 / C_{1}\right)\left[\left(1 / R_{2}\right)-\left(1 / R_{1}\right)\right]}{s+\left(1 / R_{1} C_{1}\right)}\right) \tag{3}
\end{equation*}
$$

For $R_{2}=R_{1} / 2$ Equation (3) becomes

$$
\begin{equation*}
\frac{V_{O U T}}{V_{I N}}=K \frac{s R_{1} C_{1}-1}{s R_{1} C_{1}+1} \tag{4}
\end{equation*}
$$

where the value of $K=+1$ for Circuit-I and Circuit-II (Figures 2(a) and 2(b)) and the value of $K=-1$ for Cir-cuit-III and Circuit-IV (Figures 2 (c) and 2(d)).

(a)

(b)

Figure 1. Fully differential second generation current conveyor (a) symbol (b) CMOS implementation [25].


Figure 2. Proposed first order cascadable all-pass filters (a) circuit-I; (b) circuit-II; (c) circuit-III and (d) circuit-IV.

The salient features of the four proposed circuits are high input and low output impedance, single active element and use of grounded passive components; the three features are not exhibited together in any of the available works, including the most recent circuits [4-24]. It may be noted that the new circuits are based on a topology with input at $Y$ and output at one of the $X$ terminals, the other $X$-terminal being terminated by a resistor. The four proposed circuits with similar properties being derivable from a topology are a result of the versatility of FDCCII.

It is also worth mentioning that four additional new circuits can further be obtained from the proposed circuits by replacing the resistor $\left(R_{2}\right)$ with a capacitor $\left(C_{2}\right)$. However these circuits would employ a capacitor at $X$ terminal, thus degrading high frequency operation. This aspect will not be further elaborated for brevity reasons.

## 3. Parasitic and Non-Ideal Analysis

### 3.1. Parasitic Effects

A study is next carried out on the effects of various parasitic of the FDCCII used in the proposed circuits. These are port $Z$ parasitic in form of $R_{Z} / / C_{Z}$, port $Y$ parasitic in form of $R_{Y} / / C_{Y}$ and port $X$ parasitic in form of series resistance $R_{X}$ [13]. The proposed circuits are reanalyzed taking into account the above parasitic effects. The voltage transfer function (assuming $R \ll R_{Y}$ or $R_{Z}$ and $R_{X} \ll$ $R$ ), for the circuits of Figures 2(a)-2(d), is given as

$$
\begin{equation*}
\frac{V_{\text {OUT }}}{V_{I N}}=K\left(\frac{s-\left(1 /\left(C_{1}+C_{P}\right)\right)\left[\left(1 / R^{\prime}\right)-\left(1 / R_{1}\right)\right]}{s+\left(1 / R_{1}\left(C_{1}+C_{P}\right)\right)}\right) \tag{5}
\end{equation*}
$$

where, $R^{\prime}=R_{2}+R_{X}$, (for Figures 2(a)-2(d)), $K=+1$, (for Figures 2(a) and 2(b)), $K=-1$, (for Figures 2(c) and 2(d)), and $C_{P}=C_{Z^{+}}+C_{Y 4}$ (for Figures 2(a) and 2(c)), and $C_{P}=C_{Z-}+C_{Y 3}$ (for Figures 2(b) and 2(d)).

From (5), it is seen that the gain is unity and the pole-frequency is

$$
\begin{equation*}
\omega_{o}=\frac{1}{R_{1}\left(C_{1}+C_{P}\right)} \tag{6}
\end{equation*}
$$

From (5), the parasitic resistance/capacitances merge with the external value. Such a merger does cause slight
deviation in circuit's parameters, which can be eliminated by pre-distorting the element values to be used in the circuit. It is seen that the pole-frequency would be slightly deviated (in deficit) due to these parasitics. The deviation is expected to be small for an integrated FDCCII; the actual value would be given in the 'simulation results'.

### 3.2. Non-Ideal Analysis

Taking the non-idealities of the FDCCII into account, the relationship of the terminal voltages and currents can be rewritten as

$$
\left[\begin{array}{c}
I_{Y 1}  \tag{7}\\
I_{Y 2} \\
I_{Y 3} \\
I_{Y 4} \\
V_{X+} \\
V_{X-} \\
I_{Z+} \\
I_{Z-}
\end{array}\right]=\left[\begin{array}{cccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\beta_{1} & -\beta_{2} & \beta_{3} & 0 & 0 & 0 & 0 & 0 \\
-\beta_{4} & \beta_{5} & 0 & \beta_{6} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \alpha_{1} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \alpha_{2} & 0 & 0
\end{array}\right]\left[\begin{array}{l}
V_{Y 1} \\
V_{Y 2} \\
V_{Y 3} \\
V_{Y 4} \\
I_{X+} \\
I_{X-} \\
V_{Z+} \\
V_{Z-}
\end{array}\right]
$$

where $\alpha_{i}(i=1,2)$ accounts for current transfer gains and $\beta_{i}(i=1,2,3,4,5,6)$ accounts for voltage transfer gains of the FDCCII. These transfer gains differ from unity by the voltage and current tracking errors of the FDCCII. More specifically, $\alpha_{i}=1-\delta_{i},\left(\left|\delta_{i}\right| \ll 1\right) \delta_{1}$ is the current tracking error from $X+$ to $Z+$ and $\delta_{2}$ is the current tracking error from $X$ - to $Z-$. Similarly, $\beta_{i}=1-\varepsilon_{i},\left(\left|\varepsilon_{i}\right| \ll 1\right)$ where, voltage tracking errors are $\varepsilon_{1}$ (from $Y_{1}$ to $X^{+}$), $\varepsilon_{2}$ (from $Y_{2}$ to $X^{+}$), $\varepsilon_{3}$ (from $Y_{3}$ to $X^{+}$), $\varepsilon_{4}\left(\right.$ from $Y_{1}$ to $X-$ ), $\varepsilon_{5}$ (from $Y_{2}$ to $X-$ ), and $\varepsilon_{6}$ (from $Y_{4}$ to $X-$ ). The circuits of Figures 2(a)-2(d) are reanalyzed using (7) and the non-ideal voltage transfer functions are found as

Circuit-I:

$$
\begin{equation*}
\frac{V_{\text {OUT }}}{V_{I N}}=\beta_{5}\left(\frac{s-\left[\left(\alpha_{1} \beta_{2} \beta_{6} R_{1}-\beta_{5} R_{2}\right) / \beta_{5} C_{1} R_{1} R_{2}\right]}{s+\left(1 / C_{1} R_{1}\right)}\right) \tag{8}
\end{equation*}
$$

## Circuit-II:

$$
\begin{equation*}
\frac{V_{O U T}}{V_{I N}}=\beta_{1}\left(\frac{s-\left[\left(\alpha_{2} \beta_{3} \beta_{4} R_{1}-\beta_{1} R_{2}\right) / \beta_{1} C_{1} R_{1} R_{2}\right]}{s+\left(1 / C_{1} R_{1}\right)}\right) \tag{9}
\end{equation*}
$$

Circuit-III:

$$
\begin{equation*}
\frac{V_{\text {OUT }}}{V_{I N}}=-\beta_{4}\left(\frac{s-\left[\left(\alpha_{1} \beta_{1} \beta_{6} R_{1}-\beta_{4} R_{2}\right) / \beta_{4} C_{1} R_{1} R_{2}\right]}{s+\left(1 / C_{1} R_{1}\right)}\right) \tag{10}
\end{equation*}
$$

Circuit-IV:

$$
\begin{equation*}
\frac{V_{O U T}}{V_{I N}}=-\beta_{2}\left(\frac{s-\left[\left(\alpha_{2} \beta_{3} \beta_{5} R_{1}-\beta_{2} R_{2}\right) / \beta_{2} C_{1} R_{1} R_{2}\right]}{s+\left(1 / C_{1} R_{1}\right)}\right) \tag{11}
\end{equation*}
$$

From (8)-(11), it is seen that the pole-frequency is unaltered by FDCCII non-idealities for all the transfer functions of the respective circuit, but the filters gain are slightly modified due to the FDCCII non-idealities. Thus the pole-frequency sensitivity to the FDCCII nonidealities is zero, and the filters gain sensitivity to these nonidealities is found within unity in magnitude. This suggests a good sensitivity performance for the proposed circuits.

## 4. Simulation Results

To verify theoretical result the proposed filter circuits were simulated by the PSPICE simulation program. The FDCCII was realized based on the CMOS implementation as shown in Figure 1 [25] and simulated using TSMC $0.35 \mu \mathrm{~m}$, level 3 MOSFET parameters as listed in Table 1. The aspect ratio of the MOS transistors are listed in Table 2, with the following DC biasing levels $V_{d d}=$ $-V_{s s}=3.3 \mathrm{~V}, V_{b p}=V_{b n}=0 \mathrm{~V}$, and $I_{B}=I_{S B}=1.7 \mathrm{~mA}$. The circuit-I (Figure 2(a)) was designed with $C_{1}=50 \mathrm{pF}$,

Table 1. $0.35 \mu \mathrm{~m}$ level 3 MOSFET parameters.

```
NMOS:
LEVEL = 3 TOX = 7.9E -9 NSUB = 1E17
GAMMA =0.5827871 PHI =0.7 VTO =0.5445549 DELTA }=
UO}=436.256147 ETA =0 THETA =0.1749684
KP}=2.055786\textrm{E}-4\quad\textrm{VMAX}=8.309444E4 KAPPA=0.2574081
RSH=0.0559398 NFS =1E12 TPG =1 XJ=3E-7
LD=3.162278E-11 WD=7.04672E-8 CGDO = 2.82E - 10
CGSO =2.82E-10 CGBO =1E-10 CJ=1E-3 PB=0.9758533
MJ=0.3448504 CJSW = 3.777852E - 10 MJSW = 0.3508721
PMOS:
LEVEL = 3 TOX = 7.9E-9 NSUB = 1E17
GAMMA =0.4083894 PHI =0.7 VTO =-0.7140674
DELTA =0 UO =212.2319801 ETA =9.999762E - 4
THETA = 0.2020774 KP=6.733755E - 5 VMAX = 1.181551E5
KAPPA = 1.5 RSH = 30.0712458 NFS =1E12 TPG = -1
XJ=2E-7 LD = 5.000001E-13 WD=1.249872E-7
CGDO =3.09E-10 CGSO = 3.09E - 10 CGBO = 1E-10
CJ=1.419508E-3 PB=0.8152753 MJ =0.5
CJSW = 4.813504E-10 MJSW =0.5
```

$R_{1}=2 \mathrm{k} \Omega$ and $R_{2}=1 \mathrm{k} \Omega$. The theoretical designed pole frequency was 1.59 MHz . The phase and gain plots are shown in Figure 3. The phase is found to vary with frequency from $180^{\circ}$ to $0^{\circ}$ with a value of $90^{\circ}$ at the pole frequency, and the pole frequency was found to be 1.54 MHz , which is close to the theoretical value. The circuit was next used as a phase shifter introducing $90^{\circ}$ shift to a sinusoidal voltage input of 1 Volt peak at 1.59 MHz . The input and output waveforms are given in Figure 4 which verify the circuit as a phase shifter. The THD variation at the output for varying signal amplitude at 1.59 MHz was also studied and the results shown in Figure 5. The THD for a wide signal amplitude (few mV-1V) variation is found within $4.27 \%$ at 1.59 MHz . The Fourier spectrum of the output signal, showing a high selectivity for the applied signal frequency ( 1.59 MHz ) is also shown in Figure 6. Both theoretical and simulated pole frequencies are found to closely match; the discrepancy (deficit) in simulated frequency being the result of various parasitic discussed in Section 3.

Table 2. Transistor aspect ratios for the circuit shown in Figure 1.

| Transistors | W $(\mu \mathrm{m})$ | $\mathrm{L}(\mu \mathrm{m})$ |
| :--- | :---: | :---: |
| M1-M6 | 60 | 4.8 |
| M7-M9, M13 | 480 | 4.8 |
| M10-M12, M24 | 120 | 4.8 |
| M14,M15,M18,M19,M25,M29,M30,M33,M34 | 240 | 2.4 |
| M16,M17,M20,M21,M26,M31,M32,M35,M36 | 60 | 2.4 |
| M22,M23,M27,M28 | 4.8 | 4.8 |



Figure 3. Gain and phase responses for the circuit-I.


Figure 4. Input/output waveshapes for Circuit-I at 1.59 MHz .


Figure 5. THD variation at output with signal amplitude at 1.59 MHz.


Figure 6. Fourier spectrum of Input-output signal at 1.59 MHz .

Similarly, the circuit-III (Figure 2(c)) was designed with the same values and frequency as above. The phase and gain plots are shown in Figure 7. The phase is found to vary with frequency from 0 to $-180^{\circ}$ with a value of $-90^{\circ}$ at the pole frequency, and the pole frequency was found to be 1.54 MHz , which is close to the theoretical value. The circuit was next used as a phase shifter introducing $-90^{\circ}$ shift to a sinusoidal voltage input of 1 Volt peak at 1.59 MHz . The input and output waveforms are given in Figure 8 which verify the circuit as a phase shifter.

## 5. Application Example

To further illustrate the utility of the proposed circuits a sinusoidal oscillator producing a number of quadrature signals was realized using the Circuit-I (Figure 2(a)). By connecting $Y_{2}$ terminal, the input node to the $Z$-terminal of FDCCII, connecting resistor $\left(R^{\prime}\right)$ and capacitor $\left(C^{\prime}\right)$ at $X-$ and $Z$ - terminals of FDCCII. The resulting circuit is shown in Figure 9. The circuit analysis yields the following characteristic equation


Figure 7. Gain and phase responses for the circuit-III.


Figure 8. Input/output waveshapes for Circuit-III at 1.59 MHz .


Figure 9. Multiphase oscillator using Circuit-I of Figure 2(a).

$$
\begin{equation*}
s^{2}+s\left[\frac{1}{C_{1} R_{1}}-\frac{1}{C^{\prime} R^{\prime}}\right]+\frac{R_{1}-R_{2}}{C_{1} C^{\prime} R_{1} R_{2} R^{\prime}}=0 \tag{12}
\end{equation*}
$$

At the frequency of oscillation, with $s=j \omega$, the Equation (5) gives the frequency of oscillation (FO) and condition of oscillation (CO) as

$$
\begin{equation*}
F O: \omega_{o}=\sqrt{\frac{R_{1}-R_{2}}{C_{1} C^{\prime} R_{1} R_{2} R^{\prime}}} ; C O: C^{\prime} R^{\prime} \geq C_{1} R_{1} \tag{13}
\end{equation*}
$$

Assuming $R^{\prime}=R_{1}=2 R_{2} ; C^{\prime}=C_{1}$

$$
\begin{equation*}
F O: \omega_{o}=\frac{1}{2 C^{\prime} R^{\prime}} \tag{14}
\end{equation*}
$$

From Figure 9, at oscillating frequency the circuit provides three quadrature voltage outputs ( $V_{\text {OUT1 }}, V_{\text {OUT2 }}$ and $V_{\text {OUT3 }}$ ) whose phasor relationship is shown in Figure 10.
The circuit was designed with $C_{1}=C^{\prime}=50 \mathrm{pF}, R_{1}=R^{\prime}$ $=2 \mathrm{k} \Omega$, and $R_{2}=1 \mathrm{k} \Omega$, the theoretical frequency of oscillation was around $f_{o}=1.59 \mathrm{MHz}$, whereas the simulated values as found from the result was $f_{o}=1.54 \mathrm{MHz}$. The quadrature oscillations are shown in Figure 11.

## 6. Conclusions

This paper has presented four new first-order VM cascadable all-pass sections, each employing single FDCCII, two resistors and one capacitor. The salient features of all the proposed circuits are high input and low output impedance, single active element and use of grounded passive components. The proposed circuits with grounded components in each case are suited for IC implementation in CMOS technology. Non-ideality aspects and parasitic effects are also studied. The circuits are verified through PSPICE simulations using TSMC $0.35 \mu \mathrm{~m}$ CMOS parameters. Application example in the form of multiphase oscillator is also given and also verified with good results. The proposed circuits are ideal for voltage-mode applications as well as good for IC implementation, making them a future prospect for integration.


Figure 10. Phasor diagram of multiphase oscillator.


Figure 11. Quadrature voltage outputs of multiphase oscillator.
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#### Abstract

The Society of Motion Picture and Television Engineers (SMPTE) Standard 421M, commonly known as VC-1, is a state-of-the-art video compression format that provides highly competitive video quality, from very low through very high bit rates, at a reasonable computational complexity. First, this paper presents fast motion compensation methods. The four motion estimation methods examined are fast, three step search, varying diamond, and 2D logarithmic. These methods use less search points than the full spiral scan used in the VC-1 reference software, which allows for faster motion estimation. Second, this paper presents a residual texture based choice of the block size for the Discrete Cosine Transform (DCT). To determine the block size, data is examined after the residual texture has been calculated. This is in contrast to the $\mathrm{VC}-1$ reference software, which uses calculations at the block level to determine the block size. The residual texture of each block is small and uniform, allowing for simplified block choices.
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## 1. Introduction

VC-1 is a state-of-the-art video compression format that provides highly competitive video quality, from very low through very high bit rates, at a reasonable computational complexity [1-4]. At a high level, VC-1 is similar to other popular video standards since the First Moving Picture Expert Group Standard (MPEG-1). They have similarities in many different areas, one of which is block-by-block motion compensation. The motion compensation is done using a motion vector from a previously reconstructed frame to determine the displacement. On the decoder side, quantized transform coefficients are en-tropy-decoded, dequantized, and inverse-transformed to produce an approximation of the residual error, which is then added to the motion-compensated prediction to generate the reconstruction [5].

An important feature of VC-1 is adaptive block size transforms for inter-frame coding. Instead of using a fixed block size for every transform, like many previous standards, it has the ability to choose a transform size based on the information in the block or macroblock. VC-1 can choose $8 \times 8,8 \times 4,4 \times 8$, or $4 \times 4$ transforms based on the information in the block. The ability to choose a transform size allows VC-1 to deal with areas of conti-
nuity and discontinuity with more accuracy and less ringing artifacts than any other video standard [1]. An 8 $\times 8$ block may be transformed by either one $8 \times 8$ block, two horizontally stacked $8 \times 4 \mathrm{~s}$, two vertically stacked 4 $\times 8 \mathrm{~s}$, or four $4 \times 4$ blocks. The block sizes can be seen in Figure 1.

Another key innovation in VC-1 is the handling of an entire zero block or macroblock. When it happens, it does not send any transform information along, since the inverse transform of a zero block is going to be zero. Intra frames and intra blocks in predicted frames use $8 \times 8$ transform by default, meaning no calculations need to be preformed [5].
The way VC-1 signals the transform size is new and unique. It can either be signaled at the frame, macroblock, or block level. For frame level signaling, every block within the frame will use the same block size. Frame level signaling is useful for low-rate situations to keep the overhead low. If macroblock level signaling is used, then


Figure 1. Transform sizes.
every block in the macroblock (six $8 \times 8$ blocks) is transformed using the same size. Block level signaling is used only for one $8 \times 8$ block. These different signaling types allow VC-1 to handle both nonstationary data (macroblock and block level signaling) and low-rate situations (frame level signaling) better than previous standards.

Currently, VC-1 uses half difference and half sum energies for the transform size decision for a block. It splits the block into four quadrants: left, right, top, and bottom. The left-right half difference, the left-right half sum, the top-bottom half difference, and the top-bottom half sum are then computed. Each of the above values is a running total for all the values in the quadrant.
To get the block size, it compares the left-right sum to the left-right difference and determines to chop vertically or not. Then it compares the top-bottom sum and topbottom difference to determine if it should chop horizontally. If both conditions are met a $4 \times 4$ is used, while if none are met an $8 \times 8$ is used.

Motion estimation (ME) is the process of comparing the macroblock to be coded with all macroblocks within the search area in the reference frame [6-10]. The macroblock in the reference frame which is closest to the macroblock to be coded is chosen as the reference macroblock. Once it is chosen, a motion vector (MV) is assigned. The motion vector provides the coordinates of the best match in an ( $\mathrm{x}, \mathrm{y}$ ) form, using the center of the search area as $(0,0)$. An illustration can be seen below in Figure 2.

## 2. Motion Estimation Techniques

The VC-1 reference software currently uses the full spiral search shown in Figure 3 (a search size of 4 is used in the figure) to find the best match. A best match is found by calculating the cost at each location. The spot


Figure 2. Motion estimation [11].
with the lowest cost is chosen as the best match. This is currently the only method for motion estimation within VC-1 reference software. It does allow for the search size to be modified but that is all.

The first implemented method was the fast motion estimation. It is based on the H. 264 fast motion estimation but is not completely similar. It calculates the cost of each position in a diamond shape. The size of the diamond grows or shrinks based on the search size. The pattern is shown below in Figure 4 with a search size of 4. Also, the cost for the center is calculated before this search starts and if no cost in the fast search is lower than the center, then the center is chosen.

Second, we implemented a three or four step search. Figure 5 shows the search pattern for this search. First,

|  | $\mathbf{- 4}$ | $\mathbf{- 3}$ | $\mathbf{- 2}$ | $\mathbf{- 1}$ | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{4}$ | 74 | 75 | 76 | 77 | 78 | 79 | 80 | 81 | $\mathbf{5 0}$ |
| $\mathbf{3}$ | 73 | 44 | 45 | 46 | 47 | 48 | 49 | $\mathbf{2 6}$ | 51 |
| $\mathbf{2}$ | 72 | 43 | 22 | 23 | 24 | 25 | $\mathbf{1 0}$ | 27 | 52 |
| $\mathbf{1}$ | 71 | 42 | 21 | 8 | 9 | $\mathbf{2}$ | 11 | 28 | 53 |
| $\mathbf{0}$ | 70 | 41 | 20 | 7 | $\mathbf{1}$ | 3 | 12 | 29 | 54 |
| $\mathbf{- 1}$ | 69 | 40 | 19 | 6 | 5 | 4 | 13 | 30 | 55 |
| $\mathbf{- 2}$ | 68 | 39 | 18 | 17 | 16 | 15 | 14 | 31 | 56 |
| $\mathbf{- 3}$ | 67 | 38 | 37 | 36 | 35 | 34 | 33 | 32 | 57 |
| $\mathbf{- 4}$ | 66 | 65 | 64 | 63 | 62 | 61 | 60 | 59 | 58 |

Figure 3. Full spiral search.

|  | $\mathbf{- 4}$ | $\mathbf{- 3}$ | $\mathbf{- 2}$ | $\mathbf{- 1}$ | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{4}$ |  |  |  |  | $\times$ |  |  |  |  |
| $\mathbf{3}$ |  |  |  | $\times$ |  | $\times$ |  |  |  |
| $\mathbf{2}$ |  |  | $\times$ |  |  |  | $\times$ |  |  |
| $\mathbf{1}$ |  | $\times$ |  |  |  |  |  | $\times$ |  |
| $\mathbf{0}$ | $\times$ |  |  |  |  |  |  |  | $\times$ |
| $\mathbf{- 1}$ |  | $\times$ |  |  |  |  |  | $\times$ |  |
| $\mathbf{- 2}$ |  |  | $\times$ |  |  |  | $\times$ |  |  |
| $\mathbf{- 3}$ |  |  |  | $\times$ |  | $\times$ |  |  |  |
| $\mathbf{- 4}$ |  |  |  |  | $\times$ |  |  |  |  |

Figure 4. Fast motion estimation.

|  | -6 | -5 | -4 | $-\mathbf{3}$ | $\mathbf{- 2}$ | $\mathbf{- 1}$ | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{6}$ |  |  |  |  |  |  |  |  | 2 |  | 2 |  | 2 |
| $\mathbf{5}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\mathbf{4}$ |  |  | 1 |  |  |  | 1 |  | 2 |  | $\mathbf{1}$ |  | 2 |
| $\mathbf{3}$ |  |  |  |  |  |  |  | 3 | 3 | 3 |  |  |  |
| 2 |  |  |  |  |  |  |  | 3 | 2 | 3 | 2 |  | 2 |
| $\mathbf{1}$ |  |  |  |  |  |  |  | 3 | 3 | 3 |  |  |  |
| $\mathbf{0}$ |  |  | 1 |  |  |  | 0 |  |  |  | 1 |  |  |
| $-\mathbf{1}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
| -2 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| -3 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| -4 |  |  | 1 |  |  |  | 1 |  |  |  | 1 |  |  |
| $-\mathbf{5}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
| -6 |  |  |  |  |  |  |  |  |  |  |  |  |  |

Figure 5. Three step search.
the cost is computed at the center ( 0 ) and eight positions (1) around the center. The positions distance from the center is calculated by $2^{\mathrm{N}-1}$, where N is 3 if the search size is less than or equal to 12 , or 4 if the search size is greater than 12. This allows for better accuracy when the search size is large, because the normal three step search will only be able to search about half of the search area if the search size is greater than 12. The least cost position is chosen (1) and N is decremented. The cost is then calculated at eight positions (2) around $\mathbf{1}$. This again allows for another least cost position to be picked (2) and N is decremented again. Lastly, eight positions (3) have their cost calculated around 2 and the least cost position is chosen as the best match, $\mathbf{3}$. A four step search would simply have one more step and works the same way. Obviously, the best match is not always going to require three or four steps, so if at the end of any step the best cost belongs to the center of the search $(0, \mathbf{1}$, and $\mathbf{2}$ for reference) the search terminates. For example, if the cost of 0 is less than the cost at each of the eight positions (1) then the search terminates and 0 is chosen as the best match.
Third, a 2D $\log$ search was implemented. Figure 6 is an illustration of how the log search works. To determine the distance from the center in which the search is started, $\mathrm{d}=$ floor $\left(2 \times\left(\log _{2} S-1\right)\right)$, is computed, where $S$ is the search size. The cost is then calculated at the center (0) and four other positions (1) surrounding it. The position with the least cost is chosen (1) and d remains the same. Next, the cost is computed at the three surrounding positions (2) and if their cost is not lower than the center then $d$ is halved. If $d$ is an odd number, 1 is subtracted from it and then it is halved.
The last search we implemented was the varying diamond search. This borrows ideas from the three step search, but instead of using eight positions it uses four. The option of a three step or a four step is allowed in this search as well. Figure 7 illustrates what a varying diamond search will look like when it uses three steps. The bold positions are those with the lowest cost, and the lower the number, the earlier it is searched.

|  | -6 | -5 | -4 | -3 | -2 | -1 | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 6 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 4 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 3 |  |  |  |  |  |  | 1 |  |  |  |  |  |  |
| 2 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 |  |  |  | 1 |  |  | 0 |  |  | 1 |  |  |  |
| -1 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| -2 |  |  |  |  |  |  | 3 | 4 |  |  |  |  |  |
| -3 |  |  |  | 2 |  | 3 | 1 | 3 | 4 | 2 |  |  |  |
| -4 |  |  |  |  |  |  | 3 | 4 |  |  |  |  |  |
| -5 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| -6 |  |  |  |  |  |  | 2 |  |  |  |  |  |  |

Figure 6. 2D $\log$ search.

|  | -6 | -5 | -4 | -3 | -2 | -1 | 0 | $\mathbf{1}$ | 2 | 3 | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{6}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 4 |  |  |  |  |  |  | 1 |  |  |  |  |  |  |
| 3 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 |  |  | 2 |  |  |  |  |  |  |  |  |  |  |
| 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 2 |  | 1 |  | 2 |  | 0 |  |  |  | 1 |  |  |
| -1 |  |  | 3 |  |  |  |  |  |  |  |  |  |  |
| -2 |  | 3 | 2 | 3 |  |  |  |  |  |  |  |  |  |
| -3 |  |  | 3 |  |  |  |  |  |  |  |  |  |  |
| -4 |  |  |  |  |  |  | 1 |  |  |  |  |  |  |
| -5 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| -6 |  |  |  |  |  |  |  |  |  |  |  |  |  |

Figure 7. Varying diamond search.

## 3. Modified Adaptive Block Size Transform

To go along with the motion estimation, a modified adaptive block size transform algorithm is implemented. The current method for choosing a transform size has some drawbacks. Multiple calculations are performed at the block level, which is very costly.

Through research, we discovered that the block size is dominated by the residual, which is the prediction error [12]. Using (1), the residual data is computed. The texture that results is small in magnitude and uniform. Compared to the original data, there is a large difference since the original data may not be uniform. Since the data is uniform the block size selection is simplified.

We assume that motion estimation has been performed. The algorithm is as follows:

1) Initialize residual texture threshold $T_{8}$ and $T_{4}$ for 8 $\times 8$ and $4 \times 4$ blocks. We perform motion estimation for the current macroblock to get the residual. We assign $\mathrm{T}_{8}$ and $\mathrm{T}_{4}$ to 250 and 50 respectively.
2) Partition the macroblock into $24(4 \times 4)$ blocks.
3) Calculate the residual block texture of each $4 \times 4$ block using Equation (1).

$$
\begin{equation*}
C_{m, n}=\frac{1}{16} \sum_{i=0}^{3} \sum_{j=0}^{3}\left(x_{i, j}-\bar{x}\right)^{2} \tag{1}
\end{equation*}
$$

where $m$ is the number of $8 \times 8$ blocks and $n$ is $4 \times 4$ block number in the $8 \times 8$ block, beginning in the up-per-left and moving right.
4) Sum all the $4 \times 4$ blocks' texture in an $8 \times 8$ block as the $8 \times 8$ block's texture. The macroblock texture is the sum of all 6 of the $8 \times 8$ blocks' texture.

$$
\begin{align*}
C_{m} & =\sum_{n=0}^{3} C_{m, n}  \tag{2}\\
C_{M B} & =\sum_{m=0}^{3} C_{m} \tag{3}
\end{align*}
$$

5) Create a count of each $4 \times 4$ residual block whose texture is greater than the threshold $\mathrm{T}_{4}$ and record it in
count8. Also track the position of each block that is over the threshold in the variable Track b4. Track $b 4$ contains the value of 1-4 based on which is the most recent block to be over the threshold value.
6) The block size selection is done through the following method:
a) If count $4=0,8 \times 8$ is chosen for the block size.
b) If count $4>1$ and $\mathrm{C}_{\mathrm{m}}>\mathrm{T}_{8}, 4 \times 4$ is chosen as the block size.
c) If track_b4 $=0$ or 3 and $\mathrm{C}_{1}>=\mathrm{C}_{2}$ choose $4 \times 8$, otherwise choose $8 \times 4$.
d) If track_b4 $=1$ or 2 and $\mathrm{C}_{3}<=\mathrm{C}_{0}$ choose $8 \times 4$, otherwise choose $4 \times 8$.

The above procedure is carried out in two different steps in the same subroutine. First, a subroutine is called that partitions the macroblock and carries out all calculations. This includes calculating the residual texture for the macroblock, as well as the sum of all the blocks' texture. The code then enters a loop, which is executed 6 times, once for each block in the macroblock, where the transform size is selected and the block is transformed. The subroutine where the transform size is selected does not involve any calculations like the standard. It simply gets a pointer to the residual texture results and performs step 6. Not performing any calculations at the block level allows for greater speed.

## 4. Results

The motion estimation techniques and modified adaptive block size transform were implemented on the VC-1 sample encoder. A variety of video clips were chosen to make sure that both changes work on different types of video sequences. Some of the sequences have low detail and low movement, while others have medium detail and low movement or medium movement and low detail. All sequences are run 30 fps , and can be seen in Table 1.

The cases covered in Table 1 give varieties of video clips that range from low to high movement and low to high details. More frames are needed for higher movement to cover information depth between frames. Table 2 shows the key configurations we used for the encoder. It is important to note that the modified adaptive block size transform will run only if the option 'BlockType' is set to 'Any'. If 'random' or 'iterated' is set in the option file, then the subroutine is never called by the encoder due to the transform size being set. We tested all sequences with a search size of 8 and 14 , hence both numbers below. These were two separate tests and will be noted later. All of the other important parameters were set to 'random' or 'iterated'.

All sequences were tested to determine the time taken for the motion estimation and adaptive block size transform, the signal-to-noise ratio (SNR) for the luminance and chrominance components, and the bitrate. The re-
sults of the motion estimation changes are compared against those of the standard. Table 3 summarizes the results with a search size of 8 , while Table 4 summarizes the results with a search size of 14 . Both tables use percentages to show how much faster the proposed algorithms are than the standard. It is noted that a speed improvement of up to $38 \%$ for search size equals to 14 and $18 \%$ for search size equals to 8 .

Table 1. Video sequences tested.

| Index | Sequence | Frames |
| :---: | :--- | :---: |
| 1 | Akiyo (CIF) | 300 |
| 2 | Coastguard (CIF) | 300 |
| 3 | Foreman (QCIF) | 300 |
| 4 | Stefan (CIF) | 300 |
| 5 | Flower (CIF) | 250 |
| 6 | Carphone (QCIF) | 90 |
| 7 | Football (CIF) | 90 |
| 8 | Erik (CIF) | 50 |

Table 2. Key encoder options.

| Parameter | Value |
| :--- | :--- |
| Profile: | Advanced |
| Level: | L0 |
| Frame Pattern: | I:P:P:P |
| SearchSize: | 8 or 14 |
| DQuant: | 1 |
| MVRange: | $128 \times 64$ |
| BlockType: | Any |
| Quantizer: | Explicit |

Table 3. Time results with a search size of 8.

| Sequence | Percent Saving (\%) |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Fast | TSS | Diamond | 2DLog |
| 1 | 12.31 | 12.38 | 13.46 | 13.04 |
| 2 | 23.88 | 24.55 | 25.73 | 24.68 |
| 3 | 15.04 | 15.42 | 16.11 | 15.48 |
| 4 | 21.78 | 22.22 | 22.88 | 21.72 |
| 5 | 19.75 | 20.80 | 21.97 | 21.08 |
| 6 | 10.03 | 11.24 | 10.67 | 10.97 |
| 7 | 21.81 | 22.84 | 23.82 | 21.95 |
| 8 | 13.86 | 13.77 | 14.54 | 14.02 |
| Average | $\mathbf{1 7 . 3 1}$ | $\mathbf{1 7 . 9 0}$ | $\mathbf{1 8 . 6 4}$ | $\mathbf{1 7 . 8 7}$ |

Table 4. Time results with a search size of 14.

| Sequence | Percent Saving (\%) |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Fast | TSS | Diamond | 2DLog |
| 1 | 32.75 | 33.53 | 34.45 | 34.39 |
| 2 | 44.10 | 45.60 | 46.68 | 46.35 |
| 3 | 33.17 | 34.23 | 35.04 | 34.63 |
| 4 | 42.05 | 43.30 | 44.23 | 43.56 |
| 5 | 40.67 | 42.68 | 43.58 | 43.07 |
| 6 | 27.64 | 28.55 | 28.87 | 29.30 |
| 7 | 43.28 | 44.74 | 45.87 | 45.03 |
| 8 | 32.12 | 32.85 | 33.98 | 33.53 |
| Average | $\mathbf{3 6 . 9 7}$ | $\mathbf{3 8 . 1 8}$ | $\mathbf{3 9 . 0 9}$ | $\mathbf{3 8 . 7 3}$ |

Tables 3 and 4 show that the diamond search is the strongest performer followed closely by the 2D log search and three step searches. The fast motion estimation is the worst performer of the group. So strictly from a speed aspect, the diamond search is the best choice.

Next, we will examine the signal-to-noise ratio (SNR) results for search sizes of 8 and 14. Table 5 shows the SNR for the reference software. Tables 6 and 7 show the percent degradation in the implemented algorithm for search sizes of 8 and 14 respectively. The negative values in the tables show that the SNR is better in the implemented algorithm.

The VC-1 encoder in its present state has an overflow issue with some of the sequences. The most reliable data comes from sequences 1,3 , and 6 due to little or no overflow occurring. Sequence 1 is the most reliable, as no overflow occurs during the encoding of this sequence. Therefore, using sequence 1 as the baseline we see that there is a very minimal SNR degradation. But, on average all searches see an improvement in SNR.
Lastly, we will look at the bitrates for all of the sequences. The bitrate numbers can get rather large so we examine the percent degradation numbers. Once again if the number is negative that means the proposed algorithm is better than the standard. Tables 8 and 9 show the results below.

Aside from sequence 6 there is a very minimal effect on the bitrate. There is a range of both small increases from the standard as well as small decreases, neither of which are above $1 \%$ (excluding the $1.79 \%$ in sequence 4 ). As for sequence 6 , the bitrate is $9 \%$ larger than the standard. The reason of such result will be studied in future work.

## 5. Conclusions

In this paper, we presented four different motion estimation techniques and a fast block size selection tool for

Table 5. SNR results for the standard with both search sizes.

|  | SNR (dB) |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Sequence | Search Size 8 |  |  |  |  |  |  | Search Size $\mathbf{1 4}$ |  |  |
|  | $\mathbf{Y}$ | $\mathbf{U}$ | $\mathbf{V}$ | $\mathbf{Y}$ | $\mathbf{U}$ | $\mathbf{V}$ |  |  |  |  |
| 1 | 21.31 | 20.78 | 17.07 | 21.31 | 20.78 | 17.07 |  |  |  |  |
| 2 | 19.30 | 25.72 | 24.88 | 19.29 | 25.71 | 24.90 |  |  |  |  |
| 3 | 15.39 | 23.81 | 24.10 | 15.39 | 23.81 | 24.10 |  |  |  |  |
| 4 | 24.89 | 35.04 | 36.05 | 24.84 | 35.07 | 35.91 |  |  |  |  |
| 5 | 28.11 | 22.78 | 21.37 | 28.09 | 23.45 | 22.65 |  |  |  |  |
| 6 | 10.06 | 18.51 | 16.24 | 10.06 | 18.52 | 16.25 |  |  |  |  |
| 7 | 22.34 | 26.75 | 26.06 | 22.34 | 26.95 | 26.08 |  |  |  |  |
| 8 | 18.64 | 20.18 | 21.50 | 18.64 | 20.18 | 21.52 |  |  |  |  |

Table 6. SNR results with a search size of 8.

| Sequence | Percent Degradation (\%) |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Fast |  |  | TSS |  |  | Diamond |  |  | 2DLog |  |  |
|  | Y | U | V | Y | U | V | Y | U | V | Y | U | V |
| 1 | 0.28 | -0.27 | -0.16 | 0.16 | -0.11 | -0.09 | 0.20 | -0.17 | -0.16 | 0.19 | -0.16 | -0.23 |
| 2 | -2.48 | -2.10 | 0.76 | -2.56 | -1.04 | 1.36 | -3.30 | -1.20 | 1.59 | -3.52 | -1.71 | -1.01 |
| 3 | 0.48 | -0.71 | -1.17 | 0.20 | -0.46 | -0.83 | 0.34 | -0.48 | -0.85 | 0.33 | -0.52 | -0.90 |
| 4 | -5.70 | $-4.51$ | -3.79 | -6.77 | -3.92 | -3.93 | -6.13 | -5.02 | -4.30 | -5.83 | -4.54 | -2.91 |
| 5 | -2.82 | 0.50 | -2.00 | -2.92 | 0.68 | 0.75 | -2.94 | 0.25 | 0.73 | -2.91 | 0.80 | 0.83 |
| 6 | 0.55 | 0.31 | -0.98 | 0.04 | 0.70 | -0.60 | 0.13 | 1.04 | -0.96 | 0.17 | 0.52 | -0.53 |
| 7 | -0.58 | 2.15 | 2.02 | -0.88 | 3.11 | -1.43 | -0.65 | 1.74 | -1.61 | -0.24 | 0.96 | 0.27 |
| 8 | -4.08 | -1.46 | -3.91 | -3.99 | -1.47 | -3.56 | -3.74 | -0.37 | -2.69 | -3.81 | 0.11 | -2.46 |
| Average | -1.79 | -0.76 | -1.15 | -2.09 | -0.31 | -1.04 | -2.01 | -0.53 | -1.03 | -1.95 | -0.57 | -0.87 |

Table 7. SNR results with a search size of 14.

| Sequence | Percent Degradation (\%) |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Fast |  |  | TSS |  |  | Diamond |  |  | 2DLog |  |  |
|  | Y | U | V | Y | U | V | Y | U | V | Y | U | V |
| 1 | 0.27 | -0.13 | -0.28 | 0.17 | -0.02 | 0.15 | 0.20 | -0.20 | -0.20 | 0.20 | -0.47 | -0.28 |
| 2 | -4.63 | -0.98 | 0.82 | -2.91 | -1.37 | 1.40 | -2.91 | -1.07 | 1.44 | -2.86 | -1.18 | 1.10 |
| 3 | 0.42 | -0.52 | 36.36 | 0.21 | -0.50 | -0.83 | 0.33 | -0.53 | -0.85 | 0.42 | -0.52 | 36.36 |
| 4 | -7.45 | -3.90 | 26.66 | -6.87 | -3.75 | -4.28 | -4.94 | -4.44 | -3.56 | -7.45 | -3.90 | 26.66 |
| 5 | -3.24 | 3.08 | -27.7 | -2.99 | 3.66 | 6.33 | -3.01 | 3.32 | 6.17 | -3.24 | 3.08 | -27.7 |
| 6 | 0.29 | 0.58 | 38.17 | 0.21 | 0.65 | -0.76 | 0.32 | 0.55 | -0.90 | 0.29 | 0.58 | 38.17 |
| 7 | -0.11 | 1.81 | 14.13 | -0.50 | 1.83 | 0.43 | -0.76 | 2.68 | -1.20 | -0.11 | 1.81 | 14.13 |
| 8 | -3.87 | -0.08 | 10.08 | -4.30 | -0.88 | -3.54 | -3.93 | -1.55 | -3.32 | -3.87 | -0.08 | 10.08 |
| Average | -2.29 | -0.02 | 12.28 | -2.12 | -0.05 | -0.18 | -1.84 | -0.16 | -0.30 | -2.08 | -0.09 | 12.32 |

Table 8. Bitrate results with a search size of 8.

| Sequence | Percent Degradation (\%) |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Fast | TSS | Diamond | 2DLog |
|  | 0.34 | 0.20 | 0.09 | 0.11 |
| 2 | -0.24 | -0.25 | -0.25 | -0.29 |
| 3 | -0.01 | -0.01 | 0 | 0.01 |
| 4 | 0.01 | -0.07 | 0 | 0 |
| 5 | -0.27 | -1.47 | -0.03 | 0.26 |
| 6 | 9.68 | 10.15 | 8.81 | 8.37 |
| 7 | 0.09 | 0.05 | 0.26 | 0.06 |
| 8 | 0.49 | 0.49 | 0.37 | 0.48 |
| Average | $\mathbf{1 . 2 6}$ | $\mathbf{1 . 1 4}$ | $\mathbf{1 . 1 6}$ | $\mathbf{1 . 1 3}$ |

Table 9. Bitrate results with a search size of 14.

| Sequence | Percent Degradation (\%) |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Fast | TSS | Diamond | 2DLog |
|  | 0.33 | 0.22 | 0.12 | 0.13 |
| 2 | -0.06 | -0.08 | -0.08 | 0.16 |
| 3 | -0.01 | 0 | -0.01 | -0.01 |
| 4 | 0.21 | -0.47 | -0.48 | 1.79 |
| 5 | -0.51 | -1.70 | 0.02 | 0.02 |
| 6 | 9.90 | 10.11 | 8.77 | 8.02 |
| 7 | -0.28 | -0.31 | -0.29 | -0.28 |
| 8 | 0.40 | 0.40 | 0.20 | 0.18 |
| Average | $\mathbf{1 . 2 5}$ | $\mathbf{1 . 0 2}$ | $\mathbf{1 . 0 3}$ | $\mathbf{1 . 2 5}$ |

VC-1. Finding an accurate and fast set of motion vectors is very important to any video codec. Also, adaptive block size transforms are a vital part of any next generation video standard. Overall, the best performer was the diamond search which was followed closely by the three and four step search. Both were fast with the diamond having an $18.64 \%$ and $39.09 \%$ increase in speed with a $0.98 \%$ increase in the SNR. The three and four step search had a $17.90 \%$ and $38.18 \%$ increase in speed with a $0.96 \%$ increase in the SNR. Both exhibited an increase in bitrate around $1.10 \%$, which is mainly due to sequence 6. Otherwise they would be much closer to 0 .
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#### Abstract

In this paper, we propose novel hardware architecture for intra $16 \times 16$ module for the macroblock engine of a new video coding standard H.264. To reduce the cycle of intra prediction $16 \times 16$, transform/quantization, and inverse quantization/inverse transform of H.264, an advanced method for different operation is proposed. This architecture can process one macroblock in 208 cycles for all cases of macroblock type by processing 4 $\times 4$ Hadamard transform and quantization during $16 \times 16$ prediction. This module was designed using VHDL Hardware Description Language (HDL) and works with a 160 MHz frequency using ALTERA NIOS-II development board with Stratix II EP2S60F1020C3 FPGA. The system also includes software running on an NIOS-II processor in order to implementing the pre-processing and the post-processing functions. Finally, the execution time of our HW solution is decreased by $26 \%$ when compared with the previous work.


Keywords: Nios H.264, FPGA, Intra $16 \times 16$, NIOS-II, SOPC Design

## 1. Introduction

Currently, video system development is generally based on embedded systems. Such systems need to find a compromise between computational complexity and timing execution constraints. On the other hand, the H.264/AVC standard for video compression [1-5], due to its high complexity, needed powerful processors and hardware acceleration in order to respect application requirements.

In order to take advantages of hardware acceleration, each functional module of the H. 264 video encoder has been carefully studied in order to determine its computational complexity. Furthermore, the intra process presents one of the highest computational complexities in H.264/AVC encoder [6]. This process is based on the hybrid encoding scheme shown in Figure 1 which uses the intra prediction, integer cosine transform and quantization. The intra process is used to remove spatial redundancy. There are two types of intra modes: intra $4 \times 4$


Figure 1. Hybrid encoder for video compression.
and intra $16 \times 16$ modes. The intra $16 \times 16$ is composed of intra $16 \times 16$ prediction (IP $16 \times 16$ ), integer cosine transform (ICT), quantization AC (QAC), inverse integer cosine transform (IICT), inverse quantization AC (IQ$\mathrm{AC})$, quantization DC (QDC), Hadamard transform (HT), inverse quantization DC (IQDC) and inverse Hadamard transform (IHT). Special hardware implementations of intra $16 \times 16$ for H. 264 have been proposed [7,8]. They were shown that some of these parts can be optimized with parallel hardware structures implemented into the hardware system. These previous works have implemented the intra $16 \times 16$ algorithm with serial [7] and parallel [8] architectures directly into hardware device. But, our architecture uses both a parallel and pipelined structures in order to reduce the number of operations and the ability to achieve fast execution. Our design is described with VHDL (VHSIC Hardware Description Language) language and has been synthetized with the Altera NIOS II softcore processor for experimental validation into a single Altera Stratix II EP2S60 FPGA (Field Programmable Gate Array) device.

This paper is organized as follows: Section 2 presents an overview of intra $16 \times 16$ algorithm. In the next Section, we present the intra $16 \times 16$ architecture. The experiment results are shown in Section 4. Finally, Section 5 concludes the paper.

## 2. Overview of the Intra $16 \times 16$ Algorithm

The intra $16 \times 16$ algorithm is a critical component used in the H.264/AVC. There are eleven functional operations in this module: intra $16 \times 16$ prediction, residual calculation, integer transform, AC coefficient quantization, DC coefficient quantization, inverse AC coefficient quantization, inverse DC coefficient quantization, Hadamard transform, inverse Hadamard transform, inverse integer transform and pixel reconstruction. The $16 \times 16$ intra prediction mode is designed according to directions: vertical, horizontal, DC and plane modes are specified in the H. 264 standard based on the reconstituted pixels from the previous macroblock (MB). Figure 2 shows the intra $16 \times 16$ prediction mode.

For each MB, we compute the difference between the predicted pixel and the original pixel. After this step, we calculate the integer transform coefficients. In the H.264/ AVC standard, the equation of the $4 \times 4$ integer transform is defined by $[3,4]$.

$$
I=\left(\left[\begin{array}{cccc}
1 & 1 & 1 & 1 \\
2 & 1 & -1 & -2 \\
1 & -1 & -1 & 1 \\
1 & -2 & 2 & -1
\end{array}\right] \times\right.
$$

$$
\begin{align*}
& {\left[\begin{array}{cccc}
\mathrm{X}_{0} & \mathrm{X}_{1} & \mathrm{X}_{2} & \mathrm{X}_{3} \\
\mathrm{X}_{4} & \mathrm{X}_{5} & \mathrm{X}_{6} & \mathrm{X}_{7} \\
\mathrm{X}_{8} & \mathrm{X}_{9} & \mathrm{X}_{10} & \mathrm{X}_{11} \\
\mathrm{X}_{12} & \mathrm{X}_{13} & \mathrm{X}_{14} & \mathrm{X}_{15}
\end{array}\right] \times} \\
& \left.\left[\begin{array}{cccc}
1 & 2 & 1 & 1 \\
1 & 1 & -1 & -2 \\
1 & -1 & -1 & 2 \\
1 & -2 & 1 & -1
\end{array}\right]\right) \tag{1}
\end{align*}
$$

" $\mathrm{X}_{\mathrm{i}}$ " is the residual $4 \times 4$ block.
After this operation, we obtain two coefficients types: AC and DC coefficients. For the AC coefficients, we compute the quantization operation. In general the AC quantization operation is defined by $[3,4]$.

$$
\begin{equation*}
\mathrm{Z}_{\mathrm{ij}}=\operatorname{round}\left(\mathrm{I}_{\mathrm{ij}} \frac{\mathrm{PF}}{\mathrm{QStep}}\right) \tag{2}
\end{equation*}
$$

We can write (5) as follows:

$$
\begin{equation*}
\mathrm{Z}_{\mathrm{ij}}=\operatorname{round}\left(\mathrm{I}_{\mathrm{ij}} \frac{\mathrm{MF}}{2^{\mathrm{qbits}}}\right) \tag{3}
\end{equation*}
$$

where:

$$
\begin{gather*}
\frac{\mathrm{MF}}{2^{\text {qbits }}}=\frac{\mathrm{PF}}{\text { Qstep }}  \tag{4}\\
\text { qbits }=15+\text { floor }(\mathrm{QP} / 6) \tag{5}
\end{gather*}
$$

$I_{i j}$ is the uncalled coefficients after ICT for QAC. PF represents the scaling factor of the integer transform and QStep is the quantization step size. A total of 52 values of QStep are supported by the standard as shown in Table 1 where QStep doubles in size for every 6 values of the step of quantization QP.


Figure $2.16 \times 16$ intra prediction mode.

Table 1. Quantization step size in H.264/AVC.

| QP | 0 | 1 | 2 | 3 | 4 | 5 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| QStep | 0.625 | 0.6875 | 0.8125 | 0.875 | 1 | 1.125 |
| QP | 6 | 7 | 8 | 9 | 10 | 11 |
| QStep | 1.25 | 1.375 | 1.625 | 1.75 | 2 | 2.25 |
| QP | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| QStep | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| QP | 48 | 49 | 50 | 51 |  |  |
| QStep | 160 | $\ldots$ | $\ldots$ | 224 |  |  |

Hence, the shift operation can be greatly used in the quantization and rescaling stages. To simplify the arithmetic, the quantization stated in (6) can be rewritten as $(9,10)$ for the AC coefficients [3,4].

$$
\begin{gather*}
\left|\mathrm{Z}_{\mathrm{ij}}\right|=\left(\left|\mathrm{I}_{\mathrm{ij}}\right| M \mathrm{MF}+\mathrm{f}\right) \gg \text { qbits }  \tag{6}\\
\operatorname{sign}\left(\mathrm{Z}_{\mathrm{ij}}\right)=\operatorname{sign}\left(\mathrm{I}_{\mathrm{ij}}\right) \tag{7}
\end{gather*}
$$

$\mathrm{Z}_{\mathrm{ij}}$ is the uncalled coefficients after QAC operation. The first 6 values of MF used in the H. 264 references are listed in Table 2.

The 2nd and 3rd columns are the different positions in the scaling matrix. $\mathrm{QP} \% 6$ represents the QP division rest by 6 .

After the calculation of QAC, we must compute the inverse AC quantization. This operation is defined as [3,4].

$$
\begin{equation*}
\mathrm{Y}_{\mathrm{ij}}=\mathrm{Z}_{\mathrm{ij}} \cdot \text { Qstep } \tag{8}
\end{equation*}
$$

A constant equal to 64 is integrated in order to avoid rounding errors. The inverse quantization AC equation becomes therefore:

$$
\begin{equation*}
\mathrm{Y}_{\mathrm{ij}}=\mathrm{Z}_{\mathrm{ij}} \cdot \text { Qstep } \cdot \mathrm{PF} .64 \tag{9}
\end{equation*}
$$

$\mathrm{Y}_{\mathrm{ij}}$ is the result of inverse AC quantization. It must be divided by 64 for recovering the exact value without factor of scaling. The H. 264 draft standard doesn't precise Qstep or PF directly. It uses a parameter given by:

$$
\begin{equation*}
\mathrm{V}=(\text { Qstep.PF.64) } \tag{10}
\end{equation*}
$$

The final equation for the inverse quantization is:

$$
\begin{equation*}
\mathrm{Y}_{\mathrm{ij}}=\mathrm{Z}_{\mathrm{ij}} \cdot V_{\mathrm{ij}} \cdot 2^{\text {floor }(\mathrm{QP} / 6)} \tag{11}
\end{equation*}
$$

The first 6 values of V used in the H. 264 standard are listed in Table 3. The 2nd and 3rd columns are the different positions in the scaling matrix.

For the DC coefficients, Hadamard transform is applied. The equation of $4 \times 4$ hadamard transform is defined by [3,4].

$$
\mathrm{H}=\left(\left[\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & 1 & -1 & -1 \\
1 & -1 & -1 & 1 \\
1 & -1 & 1 & -1
\end{array}\right] \times\right.
$$

$$
\begin{align*}
& {\left[\begin{array}{cccc}
\mathrm{D}_{0} & \mathrm{D}_{1} & \mathrm{D}_{2} & \mathrm{D}_{3} \\
\mathrm{D}_{4} & \mathrm{D}_{5} & \mathrm{D}_{6} & \mathrm{D}_{7} \\
\mathrm{D}_{8} & \mathrm{D}_{9} & \mathrm{D}_{10} & \mathrm{D}_{11} \\
\mathrm{D}_{12} & \mathrm{D}_{13} & \mathrm{D}_{14} & \mathrm{D}_{15}
\end{array}\right] \times} \\
& {\left[\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & 1 & -1 & -1 \\
1 & -1 & -1 & 1 \\
1 & -1 & 1 & -1
\end{array}\right]} \tag{12}
\end{align*}
$$

" $D_{i}$ " is the DC coefficients.
In next step, we calculate the quantization operation for the DC coefficients. This operation is defined by [3, 4].

$$
\begin{equation*}
\mathrm{K}_{\mathrm{ij}}=(\text { Hij.MF }(0,0)+2 \mathrm{f}) \gg(\mathrm{qbits}+1) \tag{13}
\end{equation*}
$$

$\mathrm{K}_{\mathrm{ij}}$ is the uncalled coefficients after QDC operation. MF $(0,0)$ is the multiplication factor for position $(0,0)$ in Table 2. After the calculation of QDC, we must compute the $4 \times 4$ inverse hadamard transform. This operation is defined by $[3,4]$.

$$
\begin{align*}
\mathrm{H}^{\prime} & =\left(\left[\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & 1 & -1 & -1 \\
1 & -1 & -1 & 1 \\
1 & -1 & 1 & -1
\end{array}\right]\left[\begin{array}{cccc}
\mathrm{D}_{0}^{\prime} & \mathrm{D}_{1}^{\prime} & \mathrm{D}_{2}^{\prime} & \mathrm{D}_{3}^{\prime} \\
\mathrm{D}_{4}^{\prime} & \mathrm{D}_{5}^{\prime} & \mathrm{D}_{6}^{\prime} & \mathrm{D}_{7}^{\prime} \\
\mathrm{D}_{8}^{\prime} & \mathrm{D}_{9}^{\prime} & \mathrm{D}_{10}^{\prime} & \mathrm{D}_{11}^{\prime} \\
\mathrm{D}_{12}^{\prime} & \mathrm{D}_{13}^{\prime} & \mathrm{D}_{14}^{\prime} & \mathrm{D}_{15}^{\prime}
\end{array}\right]\right. \\
& {\left.\left[\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & 1 & -1 & -1 \\
1 & -1 & -1 & 1 \\
1 & -1 & 1 & -1
\end{array}\right]\right) } \tag{14}
\end{align*}
$$

Table 2. Multiplication factor MF in H.264/AVC.

| QP\%6 | Positions <br> $(0,0),(2,0)$, <br> $(0,2),(2,2)$ | Positions <br> $(1,1),(1,3)$, <br> $(3,1),(3,3)$ | Others positions |
| :---: | :---: | :---: | :---: |
| 0 | 13107 | 5243 | 8066 |
| 1 | 11916 | 4660 | 7490 |
| 2 | 10082 | 4194 | 6554 |
| 3 | 9362 | 3647 | 5825 |
| 4 | 8192 | 3355 | 5243 |
| 5 | 7282 | 2893 | 4559 |

Table 3. Values of V used in the H. 264 standard.

|  | Positions <br> $(0,0),(2,0)$, <br> $(0,2),(2,2)$ | Positions <br> $(1,1),(1,3)$, <br> $(3,1),(3,3)$ | Others positions |
| :---: | :---: | :---: | :---: |
| $0 \% 66$ | 16 | 13 |  |
| 1 | 10 | 18 | 14 |
| 2 | 11 | 20 | 16 |
| 3 | 13 | 23 | 18 |
| 4 | 14 | 25 | 20 |
| 5 | 16 | 29 | 23 |

" $D^{\prime}{ }_{i}$ " is the block $4 \times 4$ quantified DC.
The final step for the DC coefficient is the inverse DC quantization. This operation is defined by [3,4].

$$
\begin{align*}
& \text { for }(\mathrm{QP} \geq 12) \\
& \mathrm{W}_{\mathrm{ij}}=\mathrm{H}_{\mathrm{ij}}^{\prime} \cdot \mathrm{V}(0,0) \cdot 2^{\text {floor }(\mathrm{QP} / 6)-2} \tag{15}
\end{align*}
$$

$\operatorname{for}(\mathrm{QP}<12)$

$$
\mathrm{W}_{\mathrm{ij}}=\left[\mathrm{H}_{\mathrm{ij}}^{\prime} \mathrm{V}(0,0)+2^{1-\text { floor }(\mathrm{QP} / 6)}\right] \gg(2-\text { floor }(\mathrm{QP} / 6))
$$

where $\mathrm{V}(0,0)$ is the multiplication factor for position $(0,0)$ in Table 3.

After all operations, we can combine the AC and the DC coefficients for compute the inverse integer transform. Equation (19) gives the equation of $4 \times 4$ inverse integer defined as $[3,4]$.

$$
\begin{align*}
& I^{\prime}=\left(\left[\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & 1 / 2 & -1 / 2 & -1 \\
1 & -1 & -1 & 1 \\
1 / 2 & -1 & 1 & -1 / 2
\end{array}\right]\right. \\
& {\left[\begin{array}{cccc}
\mathrm{X}_{0}^{\prime} & \mathrm{X}_{1}^{\prime} & \mathrm{X}_{2}^{\prime} & \mathrm{X}_{3}^{\prime} \\
\mathrm{X}_{4}^{\prime} & \mathrm{X}_{5}^{\prime} & \mathrm{X}_{6}^{\prime} & \mathrm{X}_{7}^{\prime} \\
\mathrm{X}_{8}^{\prime} & \mathrm{X}_{9}^{\prime} & \mathrm{X}_{10}^{\prime} & \mathrm{X}_{11}^{\prime} \\
\mathrm{X}_{12}^{\prime} & \mathrm{X}_{13}^{\prime} & \mathrm{X}_{14}^{\prime} & \mathrm{X}_{15}^{\prime}
\end{array}\right] }  \tag{16}\\
& {\left.\left[\begin{array}{cccc}
1 & 1 & 1 & 1 / 2 \\
1 & 1 / 2 & -1 & -1 \\
1 & -1 / 2 & -1 & 1 \\
1 & -1 & 1 & -1 / 2
\end{array}\right]\right) }
\end{align*}
$$

" $\mathrm{X}_{\mathrm{i}}$ " is the block $4 \times 4$ after all operations (AC and DC coefficients).

## 3. Intra $16 \times 16$ Architecture

The intra $16 \times 16$ architecture partitions the MB into sixteen $4 \times 4$ blocks. The scanning order for one MB is shown in Figure 3. This order is scanned in the x direction first and then performs the scanning in the y direction. The scanning order is the label order from top to bottom, from left to right which is the actual processing order for one MB. The MB is partitioned into sixteen $4 \times$ 4 small sub-blocks. The partitions between the $16 \times 16$ scanning order labels and the $4 \times 4$ scanning order labels are shown in Figure 4.

The $4 \times 4$ scanning order labels are shown in Figure 5.
X

$\mathbf{y}$| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 |
| 32 | 33 | 34 | 35 | 36 | 37 | 38 | 39 | 40 | 41 | 42 | 43 | 44 | 45 | 46 | 47 |
| 48 | 49 | 50 | 51 | 52 | 53 | 54 | 55 | 56 | 57 | 58 | 59 | 60 | 61 | 62 | 63 |
| 64 | 65 | 66 | 67 | 68 | 69 | 70 | 71 | 72 | 73 | 74 | 75 | 76 | 77 | 78 | 79 |
| 80 | 81 | 82 | 83 | 84 | 85 | 86 | 87 | 88 | 89 | 90 | 91 | 92 | 93 | 94 | 95 |
| 96 | 97 | 98 | 99 | 100 | 101 | 102 | 103 | 104 | 105 | 106 | 107 | 108 | 109 | 110 | 111 |
| 112 | 113 | 114 | 115 | 116 | 117 | 118 | 119 | 120 | 121 | 122 | 123 | 124 | 125 | 126 | 127 |
| 128 | 129 | 130 | 131 | 132 | 133 | 134 | 135 | 136 | 137 | 138 | 139 | 140 | 141 | 412 | 143 |
| 144 | 145 | 146 | 147 | 148 | 149 | 150 | 151 | 152 | 153 | 154 | 155 | 156 | 157 | 158 | 159 |
| 160 | 161 | 162 | 163 | 164 | 165 | 166 | 167 | 168 | 169 | 170 | 171 | 172 | 173 | 174 | 175 |
| 176 | 177 | 178 | 179 | 180 | 181 | 182 | 183 | 184 | 185 | 186 | 187 | 188 | 189 | 190 | 191 |
| 192 | 193 | 194 | 195 | 196 | 197 | 198 | 199 | 200 | 201 | 202 | 203 | 204 | 205 | 206 | 207 |
| 208 | 209 | 210 | 211 | 212 | 213 | 214 | 215 | 216 | 217 | 218 | 219 | 220 | 221 | 222 | 223 |
| 224 | 225 | 226 | 227 | 228 | 229 | 230 | 231 | 232 | 233 | 234 | 235 | 236 | 237 | 238 | 239 |
| 240 | 241 | 242 | 243 | 244 | 245 | 246 | 247 | 248 | 249 | 250 | 251 | 252 | 253 | 254 | 255 |

Figure $3.16 \times 16$ scanning order labels.


Figure 4. Relationship between $16 \times 16$ and $4 \times 4$ scanning order labels.

| 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| 4 | 5 | 6 | 7 |
| 8 | 9 | 10 | 11 |
| 12 | 13 | 14 | 15 |

Figure $5.4 \times 4$ scanning order labels.

Figure 6 shows the functional flow diagram of the intra $16 \times 16$ process.

In the first step, we compute the intra prediction $16 \times$ 16 for all $4 \times 4$ blocks. After this, we calculate the residual, the integer transform, the AC quantization and the inverse AC quantization for each $4 \times 4$ block. During the
calculation of integer transform, we extract the DC coefficient for each $4 \times 4$ block. After obtain the 16 DC coefficients, we calculate the hadamard transform, the DC quantization, the inverse hadamard transform and the inverse DC quantization. Finally, we combine AC and DC coefficient for each $4 \times 4$ block to perform the inverse integer transform and the reconstruction pixels.

The intra $16 \times 16$ hardware architecture is composed by two modules. The first component contains the intra $16 \times 16$ prediction module and the residual module. The second component contains the coding chain module and the reconstruct module. The block diagram of the proposed hardware architecture for H. 264 video coding is shown in Figure 7.


Figure 6. Intra $16 \times 16$ functional flow diagram.

### 3.1. Intra $16 \times 16$ Prediction

Different works have been proposed [9-13]. For our architecture, the MB pixels are loaded into a dual RAM (Random Access Memory) for reordering and then give (to the residual or reconstruction blocks) by sets of 16 pixels ( $4 \times 4$ block).

This block calculates the predicted pixels of MB for all 3 intra $16 \times 16$ prediction modes specified in the H. 264 standard (horizontal, vertical and DC) in parallel based on the reconstituted pixels from the previous MB (planar mode is not used [14]). Figure 8 presents the
intra prediction hardware architecture. These predicted pixels are stored into RAM for all modes. We also use a SAD_ $4 \times 4$ block for calculating the SAD value for each mode. We accumulate this value 16 times in order to obtain the SAD_16 $\times 16$ for each mode. Those absolute values permit to give the sum of absolute differences (SAD) for each prediction mode. The comparator compares the SAD values for all prediction modes and picks the lowest value for determining which prediction mode will be used. After obtaining the best SAD (MIN_SAD), the best MB is given. The difference between the predicted pixels and the source pixels is then calculated for the best prediction mode for obtain the residual MB.


Figure 7. Intra $16 \times 16$ hardware architecture.


Figure 8. Intra $16 \times 16$ prediction hardware architecture.

### 3.2. ICT and HT Architectures

Different works have been published on the integer transform [15-19]. It is obvious that "l" shown in (1) or "H" shown in (12) can be implemented by a 1-D transform. Figure 9 shows the fast implementation for the integer transform. The matrix contains only four coefficients: 1, $-1,2$, and -2 . It also can be implemented by using addition, subtraction and shift operations.

The Hadamard transform matrix is very similar to the integer transform matrices. The difference is that the coefficients of Hadamard transform are only 1 or -1 . Therefore, the fast implementation for the Hadamard transform is shown in Figure 10.

The hardware implementation of 1-D ICT or HT is given in Figure 11. The input for this module is a $4 \times 4$ block. For full transform operation, we use two 1-D transforms in order to obtain the 2-D transform. Figure 12 presents the architecture for the 2-D transform.


Figure 9. Fast implementations of $\mathbf{H .} 264$ integer transform.


Figure 10. Fast implementations of H. 264 Hadamard transform.


Figure 11. Fast implementations of H. 264 1-D transform.


Figure 12. Fast implementations of H. 264 2-D transform.

### 3.3. QAC \& QDC Architectures

The Quantization hardware architectures have been proposed in $[8,20]$. The architecture of DC quantization is similar to the AC quantization presented in Figure 13. The multiplication factors stated in Table 1 are stored into ROM (Read Only Memory) and selected according to the QP $\% 6$ values. The correct factor is multiplied by the uncalled coefficient in the corresponding position. The shifter will shift the product to right with qbits.

The QAC or QDC modules will quantify at the same time 16 pixels according to QP factor. These modules are composed by a quantization block (noted $0 \ldots 15$ ), a memory for storing the input pixels (noted input_0..15) and two read-only memories for storing QE (equal to $\mathrm{QP} \% 6$ ) and F values noted respectively ROM_QE and ROM_F. The AC and DC quantization blocks are constituted by three basic components presented in Figure 14.


Figure 13. Quantization architecture.


Figure 14. AC or DC quantification.

A multiplier deals perform the multiplication operation of AC coefficients with the corresponding MF (i, j) factor and gives the absolute value. An adder will perform the sum operation of values given by the multiplier with the F parameter given by the ROM memory. A shifter allows performing the shift operation the result from the adder by "qbits" (varies 15 to 23 according to the value of QP ).

### 3.4. IQAC \& IQDC Architectures

The IQAC or IQDC modules will quantify 16 pixels according to the QP factor. The architecture of these modules is similar to the QAC or QDC modules respectively presented by the Figure 13. The difference between quantization (AC or DC) and inverse quantization (AC or DC) is presented in the quantization block. For having the inverse AC quantization values, we use a multiplier to perform the multiplication operation between the QAC coefficients and the $\mathrm{V}(\mathrm{i}, \mathrm{j})$ values. We also use a shifter for shifting the result from the multiplier floor ( $\mathrm{QP} / 6$ ). The architecture for this module is presented by the Figure 15.

For the DC coefficients, we use a multiplier to perform the multiplication operation between the QDC coefficients and the $\mathrm{V}(0,0)$ value. An adder will perform the sum of values given by the multiplier with $\{0,1,2\}$ ( 0 for $\mathrm{QP}>=12,1$ for $\mathrm{QP}<12,2$ others parts). A shifter will perform the shift of result from the adder by floor $(\mathrm{QP} / 6)-2)$ for $\mathrm{QP}>=12$ and by $(2-$ floor $(\mathrm{QP} / 6))$ for $\mathrm{QP}<12$. The architecture for this module is presented in Figure 16.

### 3.5. IICT and IHT Architectures

The IICT or IHT architectures are similar to the ICT or HT architectures respectively presented by the Figures 12 and 13. The inverse integer transform matrix contains only four coefficients: $1,-1,1 / 2$, and $-1 / 2$. Figure 17 shows the fast implementation for the inverse integer transform. The inverse Hadamard transform matrix contains only two coefficients, 1 and -1. Figure 18 shows the fast implementation for the inverse Hadamard transform.


Figure 15. AC inverse quantification.


Figure 16. DC inverse quantification.


Figure 17. Fast implementations of $\mathbf{H} .264$ inverse integer transform.


Figure 18. Fast implementation of H. 264 inverse Hadamard transform.

### 3.6. Intra $16 \times 16$ Execution Time

The intra $16 \times 16$ execution time is presented in Figure 19. This figure is divided into two parts. The first part concerns the intra $16 \times 16$ prediction. This part takes 115 clock cycles for the best predicted MB [21]. The second part concerns the coding chain block that needs 77 clock cycles. In this part, we use a pipeline as shown in Figure 19. To get the reconstructed MB, we need 16 clock cycles. Finally, 208 clock cycles are necessary to achieve the intra $16 \times 16$ operations. Comparing with [7] and [8], the proposed architecture takes less clock cycles. Simulation of our proposed RTL design shows major improvements by reducing clock cycles for the intra $16 \times$ 16 operation as shown in Table 4. Thus, our hardware implementation is optimized to achieve higher performances for the H. 264 video encoder than the hardware architecture presented in [7-8].

## 4. Experimental Results

The whole design has been designed by using VHDL
(RTL level). The VHDL code of all modules was synthesized for an EP2S60F1020C3 Altera Stratix II FPGA circuit by using the Altera Quartus tool. Table 5 shows the implementation results of the intra $16 \times 16$ module for the Stratix II EP2S60 FPGA circuit.

For experimental verification, we have developed a C language reference model of H. 264 software. We have compared the output results of our C reference model with the JM 10.1 model [22] and we have confirmed the correctness of our model. We have also used the NIOS II softcore processor for sending data to the intra frame hardware coprocessor. The block diagram of the implemented H. 264 intra frame encoder is shown in Figure 20. The design is composed by three parts: the NIOS II processor, the intra $16 \times 16$ frame module and the other peripherals connected to the Altera Avalon Bus. The Avalon bus has control, data and address signals and has its bus arbitration logic.

Our embedded system has been tested by using the Altera NIOS II development board. The heart of the target board is the Altera Stratix II EP2S60F1020C3 FPGA circuit. For all experiments, CIF test sequences are coded at 30 Hz . We have focussed on the following video test sequences: "Foreman", "Paris", "Mobile", "Tb420" and "Akiyo". These test sequences have different movement and camera particularities.

We have determined the processing time of intra $16 \times$ 16 for the SW (software) solution. From the Table 6, we can conclude that a 35 time improvement for the processing speed compared to the software solution can be obtained by using our HW implementation.

Table 4. Comparison between different intra $16 \times 16$ architectures.

| architectures | [7] | [8] | Proposed <br> architecture |
| :---: | :---: | :---: | :---: |
| Number cycles/MB | 3307 | 269 | 208 |
| Frequency (Mhz) | 71 | 54 | 160 |
| Execution time/MB(ns) | 46.57 | 4.98 | 1.3 |

Table 5. Implementation results for Stratix II FPGA.

|  | Used Resources |
| :---: | :---: |
| ALUTs | $22,685 / 48,352(47 \%)$ |
| Memory (KB) | $27 / 2484(1 \%)$ |
| Pins | $526 / 719(73 \%)$ |
| DSP block | $124 / 288(43 \%)$ |

Table 6. Time comparison between SW and HW implementations.

| Total time (ms) | Sequence | SW | HW |
| :---: | :---: | :---: | :---: |
| Time | Foreman | 684.74 | 18.73 |
| (ms) | Paris | 688.21 | 18.88 |
|  | Mobile | 689.40 | 18.72 |
|  | Tb420 | 685.78 | 19.08 |
|  | Akiyo | 687.95 | 18.70 |



Figure 19. Intra $16 \times 16$ execution time.


Figure 20. H. 264 embedded system video encoder.

Table 7. PSNR comparison between SW and HW implementation.

| PSNR | Sequence | SW | HW/SW |
| :---: | :---: | :---: | :---: |
|  | Foreman | 38.08 | 38.08 |
|  | Paris | 37.15 | 37.15 |
|  | Mobile | 36.37 | 36.37 |
|  | Tb420 | 37.04 | 37.04 |
|  | Akiyo | 40.01 | 40.01 |

In order to evaluate the image quality given by this architecture, we have used the average peak signal-to-noise ratio (PSNR) which is here used as a measure of objective quality. The PSNR metric as shown as in Table 7 has not detected any difference between the SW and HW solutions. Thus, the quality comparison confirms the correctness of the designed architecture.

The Figure 21 presents the original and the two reconstructed (one from SW, the other from HW) of the 10th frame of the test video sequences.

## 5. Conclusions

In this paper, we have described a new flexible and efficient HW architecture for H .264 video encoder. The hardware part has been implemented by using VHDL language. Comparing with [7] and [8], our proposed RTL implementation gives major improvements by reducing clock cycles for the intra $16 \times 16$ operation. The execution time is decreased by $26 \%$ even when compared with the best previous work for intra frame coding [8]. We have also designed an embedded system based on an Altera Stratix II FPGA platform running at 160 MHz in order to
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Figure 21. (a) Original, (b) Reconstructed from SW and (c) Reconstructed from HW/SW of the 10th frame of the test video sequences.
evaluate the performance of our design in HW/SW codesign context. We have shown that our HW solution improves considerably the intra $16 \times 16$ process ( 35 times faster) compared to an all software solution with the same image quality.
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#### Abstract

This paper deals with the design of an intelligent access control system based on the fingerprint sensor FPC1011C. The design uses the S3C2410 and TMS320VC5510A as the system processor. A fingerprint acquisition module and a wireless alarm module were designed by using the fingerprint sensor FPC1011C and GPRS module SIM100 respectively. The whole system was implemented wireless alarm through messages and GPRS-Internet in the GSM/GPRS web. In order to achieve the simple and high Real-time system, the $\mu$ C-Linux system migration was also implemented.
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## 1. Introduction

Generally, traditional fingerprint access control system is based on the computer or microcontroller. The Computer platform is hard to carry because of high cost and the MCU platform is more difficult or even impossible to achieve for its features such as data processing capabilities and storage capacity constraints. The circuit of wireless alarm is vulnerable and security is not high with high maintenance cost; special networks of wireless alarm are too costly. All those factors prevent the development of fingerprint access control system.

This design uses ARM + DSP microprocessor and advanced fingerprint sensor FPC1011C, and is also equipped with GPRS\GSM network for wireless alarm. In the Fingerprint access control system, it is lack of control using DSP microprocessor [1] and weak processing capability using ARM microprocessor [2]. And thus it may be an attractive approach to a more perfect framework for fingerprint access controlling by combining ARM and DSP in an integrative platform. Fingerprint sensor FPC1011C is suitable for both dry and wet fingers due to its adopted reflective detection technology. As a public network with wide coverage, GPRS/GSM supports real-time transmission, lower operation costs, SMS service and internet access [3]. So it can be widely used in wireless alarm of access control system.

## 2. System Principles

System principles are as shown in Figure 1. The system acquires fingerprint data from the fingerprint device. Then it will be sent to the DSP processor, where fingerprint data are processed and effective features are extracted. In ARM processors, the feature will be registered to the database or acts as data for triggering target event: if the fingerprint's feature and some sample in the database matches, access is permitted, or there will be alarm [4]. Thereinto, alarms are divided into local alarms and wireless ones. Local alarm is given by sound and light lamps. Wireless alarm send messages to the concerned mobile phone by GPRS module through which connect GPRS/ GSM network controlled by ARM, and it is also sent to the PC alarm monitoring center by GPRS-internet network.


Figure 1. System principle.

## 3. Hardware Design

The system hardware includes: DSP, fingerprint sensor, ARM controller, GPRS module and its external power supply module, extended memory devices, LCD and keyboard.

### 3.1. DSP, FPC1011C and ARM

This design uses a DSP chip TMS320VC5510A as the processor and the most advanced fingerprint sensor capacitance FPC1011C. Control chip used ARM Samsung S3C2410, which is a $16 / 32$-bit embedded RISC microprocessor [5] based on ARM920T core. The interface of ARM + DSP and FPC1011C is shown in Figure 2.

FPC1011C is a capacitive fingerprint sensor surface shape which is launched successfully by Finger Prints, a Swedish company [6]. It has high image quality, wear resistance, static and low power consumption. It uses the reflective detection technology which is a patent by Finger Prints. The electrical pulse signal is generated form the internal IC, and then passed to finger through the conductive ABS frame. Because the human body is a conductor, fingerprints will produce high and low voltage form Valley and Ridge when the pulse through the finger. The wafer body accepts and amplifies the signal, then exports digital signal of fingerprint after A/D conversion. Because of its unique detection technology, it has good applicability of the dry and wet fingers and longer life.

FPC1011C provides a high-speed SPI interface to communicate with the DSP processor TMS320VC5510A, so its hardware interface circuit design is simple with fast transfer rate. DSP's Mcbsp can simulate the SPI protocol, complete with a seamless interface to the fingerprint sensor. The useful pins of FPC1011C are CS_N, SO, SI, SCK and so on. CS_N is the chip select signal line, which is directly to ground, so that the fingerprint sensor has been in the selected state. SO and SI is the SPI data lines which connected with DSP-DR2, DX2 to transmit the serial data. SCK is the clock signal line and linked by DSP's CLKX2 to provide the sampling clock [7].

TMS320VC5510A host interface (HPI) is an interface designed by TI Company can greatly simplify the hardware design of DSP exchanging data with external device. Communication can be achieved by linking ARM's I/O port to the DSP's HPI. System maps the all HPI interface controllers, address registers, data registers which have unified address to the S3C2410's I/O memory space. As the basic HPI, HCS enables input signal, and controls HPI data transfer with HDS1, HDS2. Address line A1~ A4 produces the required control signals by HPI.

### 3.2. GPRS Module

The design of GPRS module uses SIM100, and it has high performance with enhanced AT command set. The technical specifications are suitable for the development of GPRS-based wireless products, and it provides users with a fully functional system interface, saving users time and cost of development. Module supports an external SIM card, and you can connect directly with the SIM card. The module can automatically detect and adapt to SIM card type, which have GPRS service. Module supports GSM, SMS business and the GPRS access internet [8]. GPRS and SIM interface circuit diagram are shown in Figure 3.

## 4. System Software

## 4.1. $\mu$ CLinux Transplantation

Linux operating system as a derivative $\mu$ Clinux, followed the vast majority of linux features, overcame the shortage of cell-free MMU, and had powerful network processing capabilities, it also can support various file systems and has became mainstream in embedded operating system. This design transplants the ARM- $\mu$ CLinux, and the specific process includes the development of environment, preparation, revision of Bootloader, modification and compilation of the kernel source, transplantation of kernel image and the file system [9].


Figure 2. Interface of ARM + DSP and FPC1011C.


Figure 3. Interface of SIM100 with the SIM Card.

### 4.2. GPRS Driver Design

GPRS module driver includes initializing, opening, closing and sending or receiving data [10]. By calling GPRS_ Init() function to achieve the basic GPRS module initialization, includes initializing serial port, testing signal quality, opening AT protocol and GPRS, setting IP address, port number and so on. It is concentrated by calling the AT command, AT + WIPDATA and AT + WIPCLOSE order to achieve the connection beginning and closing. S3C2410 communicates with GPRS module by AT command. GPRS_SendData() is used to send AT commands to the GPRS module, and GPRS_RecvData() accepts GPRS data module. GPRS_SendMsg() sends a short message, and GPRS_RecvMsg() parses text messages.

System is mainly divided into two parts: the fingerprint processing and ARM processor control.

1) The main program flow chart of fingerprint processing is shown in Figure 4. Firstly, initialization operation, includes the DSP system initialization and peripheral initialization; and then it starts to test whether it has fingerprints input on the fingerprint sensor. If there are fingerprints input on the fingerprint sensor, it identifies this signal. The fingerprint image starts preprocessing work after recognition. This fingerprint image quality evaluation is in front of the pretreatment on the identification of incoming, if the quality of fingerprint is good enough then continue the rest of the pretreatment. If image quality is poor, this fingerprint data is discarded and required to identify a fingerprint data again. After the extraction of high-quality fingerprint image feature, the judge is the registered fingerprint or fingerprint match. If it is to register the fingerprint, the fingerprint data is put into the database. If it is to match the fingerprint, system will compare the fingerprint with each sample in the library, which leads to a result means weather or not match successfully.
2) External LCD of ARM provides user interface and prompts information, the keyboard can input data [11]. Access Administrators use them to set the system to perform specific technical indicators [12], for example, opening access, allowing access to the total number, etc, accessing to personnel information prompted by operating the input fingerprint. The chart of ARM processor to control the main program flow is shown in Figure 5.

Firstly, initializing the module, and then determining whether there is an order input. If there is administrator command, prompting for a password, and the fingerprint verification follow-up after the administrator can operate. If there is ordinary user command, the user will be reminded to input the password and fingerprint, the access control will be lifted after authentication. Otherwise, the control alarm module will conduct wireless alarm.


Figure 4. Flow of fingerprint procedures.


Figure 5. Flow of ARM control.

## 5. Conclusions

In this paper, we researched the embedded wireless alarm system and fingerprint access control, which use the ARM + DSP dual processors to improve system control and data processing capabilities, and it uses GPRS/GSM network to improve the speed and security of alarm and reduce the cost. After transplanting $\mu$ CLinux system, system function can be improved and extended cut, which make the system has good openness. This design is efficient, compact, and with low power cost and high safety level, which significantly meet the requirements of the current fingerprint access control system and increased the levels of Access Control System.
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