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ABSTRACT 

We present our results from the measurements of third-order optical nonlinearity in DNA doped Rhodamine 6G/PVA 
films achieved through Z-scan measurements using ~2 picosecond (ps) pulses at a wavelength of 800 nm. The films 
demonstrated negative nonlinear refractive index (n2) with magnitudes of (0.065 - 2.89) × 10–14 cm2/W with varying 
concentration of DNA. Open aperture data demonstrated strong two-photon absorption with a magnitude of ~1.6 
cm/GW for films doped with 2 wt% of DNA. The recovery time of excited state population, retrieved from the degen-
erate pump-probe experimental data, was <4 ps. These data suggests that DNA is promising material for applications 
such as optical switching. 
 
Keywords: DNA; Thin Films; Z-Scan; Picosecond; Two-Photon Absorption 

1. Introduction 

Deoxyribonucleic acid (DNA), a highly nonlinear bio- 
organic polymer, has been investigated as a photonic 
material recently with adequate success [1-14]. Biomate-
rials are interesting due to their remarkable properties 
which are not easily replicated with conventional organic 
or inorganic materials in the laboratory. Furthermore, 
natural biomaterials are a renewable resource and are 
inherently biodegradable [1]. Two DNA strands organize 
a DNA double helix through hydrogen bonds between 
the bases and are stabilized by π-π interactions [2]. DNA 
in solid-state (thin-film) form has unique combination of 
optical and electronic properties, which forms the foun-
dation of DNA photonics [3,4]. This potentially viable 
organic polymer has established various applications in 
organic light emitting diodes (OLED), organic thin film 
transistors, polymer electro-optic modulators, polymer la-
sers etc. [5,6]. OLEDs containing DNA electron blocking 
layers have been recently reported [7] to exhibit signifi-
cant enhancement in luminance and luminous efficiency 
[8]. DNA-CTMA thin films doped with Sulphorhoda-
mine (SRh) have been reported to exhibit photolumines-
cence intensity more than an order of magnitude higher 
than that of SRh in PMMA [10]. Dye doped DNA media 
have demonstrated amplified spontaneous emission with 

pulsed laser excitation [11]. Sznitko et al. [13] success-
fully demonstrated amplified spontaneous emission and 
lasing action in deoxyribonucleic acid blended with cetyl-
trimethyl-ammonium chloride surfactant and doped with 
3-(1,1-dicyanoethenyl1)-1phenyl-4,5dihydro-1H-pyrazole 
organic dye. Hanczyc et al. [14] observed remarkable 
multiphoton absorption properties of DNA intercalating 
ruthenium complexes: 1) [Ru(phen)2 dppz]2+; 2) [(11,11’- 
bidppz)(phen)4Ru2]4+; 3) [11,11’-bipb(phen)4Ru2]4+ in 
the spectral range of 460 to 1100 nm. Nonlinear optical 
(NLO) properties of DNA in solution form [15] and in 
silica films [16] has been investigated recently. Our 
group recently reported the NLO properties of Rhoda-
mine 6G-PVA solutions doped with DNA where we ob-
served saturable absorption (SA) at lower concentration 
of DNA and switching behavior at higher concentrations 
[17]. We expect completely different performance in thin 
film form and with shorter pulse excitation since the in-
tersystem crossing rates are much slower compared to the 
pulse duration [18]. Moreover, for any novel nonlinear 
optical (NLO) materials investigated, one needs to appre-
hend the linear absorption, nonlinear absorption, and 
nonlinear refractive index magnitudes (in various forms 
such as thin films) to establish their potential in appro-
priate fields of interest. Herein, we present results on the 
NLO properties of DNA doped Rh6G-PVA films with Z- 
scan technique using ~2 ps pulses recorded at a wavelength  *Corresponding author. 
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of 800 nm. The sign and magnitude of nonlinear refrac-
tive index were derived from closed aperture Z-scan data. 
Open aperture Z-scan data revealed strong two photon abs- 
orption (TPA) in these films. Degenerate pumpprobe stu- 
dies disclosed a fast response time of ~few ps. 

2. Materials and Methods 

We had used poly vinyl alcohol (PVA, Merck) for dis-
solving DNA and Rh6G. Since DNA and PVA are water 
soluble it is very easy to make thin films of DNA-PVA 
mixture. PVA solution acts a good matrix for hybridiza-
tion of functional molecules and has excellent film form-
ing, emulsifying, and adhesive properties. In the DNA-PVA 
system we have incorporated Rhodamine 6G owing to its 
high fluorescence quantum yield, low intersystem cross-
ing rate, and little excited state absorption [18]. PVA 
solutions (8 wt%) were prepared by dissolving appropri-
ate amount of PVA in distilled water at 800˚C under con-
tinuous stirring for 3 hr. Weighed DNA powder (SRL, 
extracted from herring sperm) was added to the prepared 
PVA solution. Rhodamine 6G dye was then added to 
PVA-DNA solution in desired concentration. After 
mixing (stirring) the solutions for 4 hr, thin films were 
fabricated on glass substrates using dip coating technique. 
Obtained films exhibited good optical transparency in the 
visible spectral range. The absorption spectra of prepared 
DNA films were characterized by using UV-VIS NIR 
spectrophotometer (Jasco V-570). Herewith, pure Rh6G- 
PVA films are denoted as R6GPVA, DNA 1 wt% doped 
films are denoted as DNA1, and DNA 2 wt% doped 
films are denoted as DNA2. 

3. Experimental Techniques 

NLO measurements were performed on DNA1, DNA2 
films with thickness of ~100 μm. The Z-scan measurements 
[19] were performed using ~2 ps (FWHM, confirmed 
from independent autocorrelation experiments), 800 nm 
pulses with a repetition rate of 1 kHz from an amplified 
Ti:sapphire system (Legend, Coherent). The beam waist 
(2ω0) at focal plane was estimated to be ~60 μm (FW1/ 
e2M) with a corresponding Rayleigh range (Zr) of 3.5 ± 
0.4 mm ensuring the validity of thin sample approxima-
tion. Complete details of the experimental set up can be 
found in our earlier publications [20-26]. 

4. Results and Discussion 

Figure 1 illustrates the linear absorption spectra of DNA1 
film and R6GPVA film. Figure 1(a) shows the presence 
absorption peak near 260 nm which is the characteristic 
of DNA. The peak is due to π-π* (where π represents 
bonding orbitals and π* represents anti-bonding orbitals) 
transition of the electrons of C=C bond in DNA bases 
[10]. The prominent absorption peak of Rh6G, near 532 

nm, is evident from Figure 1(b). 
Figure 2 illustrates the open aperture Z-scan data for 

DNA1 [(a) and (b)] and DNA2 [(c) and (d)] with different 
peak intensities [110 GW/cm2 for (a) and (c) 124 GW/cm2 
for (b) and (d)]. We observed strong reverse saturable 
absorption (RSA) kind of behavior in the intensity range 
mentioned above. For higher peak intensities the sample 
was damaged (confirmed through the discoloring of the 
film). Obtained experimental data were fitted using equa-
tions for two-photon absorption (2PA, β) [20-25]. Solid 
(blue) lines in all the figures indicate theoretical fits. The 
fits from Figure 2(a) (110 GW/cm2) provided a 2PA co-
efficient of 0.45 cm/GW and Figure 2(b) (124 GW/cm2) 

provided 2PA coefficient of 1.10 cm/GW for DNA1. The 
magnitude of β for DNA2 retrieved from the fits was 
0.635 cm/GW for 110 GW/cm2 and 1.61 cm/GW for 124 
GW/cm2. The magnitude of β in R6GPVA film was < 
0.25 cm/GW. 

 

 

Figure 1. Absorption spectra and (a) DNA1 film (b) R6GPVA 
film. 

 

 

Figure 2. Open aperture Z scan curves for (a) DNA1, 110 
GW/cm2; (b) DNA1, 124 GW/cm2; (c) DNA2, 110 GW/cm2; 
and (d) DNA2, 124 GW/cm2. Open circles indicate the experi-
mental data while the solid (blue) lines indicate theoretical fits. 
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Figures 3(a)-(c) demonstrate the typical closed ap-
erture Z-scan curves obtained for DNA1, DNA2, and 
R6GPVA, respectively, recorded with a peak intensity 
of ~110 GW/cm2. The data were fitted using standard 
equations [20-26]. It is apparent that all the samples 
demonstrated negative nonlinearity as indicated by the 
peak-valley signature. The magnitude of n2 was ~4.61× 
10–16 cm2·W–1 for Rh6G doped PVA film. The magnitude 
of n2 for DNA1 was ~6.5 × 10–15 cm2·W–1 while for that 
of DNA2 was ~2.89 × 10–14 cm2·W–1. Both the magni-
tudes were higher than that of n2 recorded in R6GPVA. 
Enhancement in n2 can be attributed to increase of charge 
transfer, which takes place in the system and is due to the 
presence of many highly polarizable conjugated π elec-
trons of DNA [17]. Moreover, the interactions due to 
intercalation into base pair stack at the core of double 
helix and/or insertion into the minor groove of DNA are 
documented to have strong impact on the optical charac-
teristics. The magnitudes of n2 (10–14 cm2·W–1) obtained 
here are at least one order higher than those obtained in 
solution form (10–14 cm2·W–1) using femtosecond pulses 
[15]. The magnitudes of 2PA coefficient obtained (1.61 
cm/GW) are again higher than those obtained (0.2 
cm/GW) in solutions [15]. Krupka et al. [27] obtained 
purely electronic, fast NLO susceptibility in a DNA- 
CTMA complex thin film with a third-order nonlinear 
optical susceptibility magnitude of 10–14 e.s.u. In our case 
the magnitudes of (3) (third order nonlinear optical suscep-
tibility) were estimated to be 8.45 × 10–13 e.s.u. for 
DNA1 and 2.72 × 10–12 e.s.u. for DNA2, respectively. 

We had also performed the degenerate pump probe stud-
ies of DNA doped Rh6G + PVA films using ~2 ps pulses 
to evaluate the time response of the nonlinearity. Details 
of the experimental setup can be found in our earlier 
reference [23]. Figure 4 shows the data obtained indi-
cating photo-induced absorption. A sharp fall in ΔT was 
observed near zero delay followed by a quick recovery. 
The recovery time of population from the excited states 
was estimated to be ~4.2 ps. The obtained lifetime is in 
agreement with the non-radiative decay times observed 
in DNA model systems measured by Kohler et al. [28] 
using ultrashort pulses. Our future studies will focus on 
evaluating the nonlinearities at different wavelengths in 
the visible/near-IR spectral regions. 

5. Conclusion 

To summarize, we deliberated the NLO properties of thin 
films of Rhodamine 6G, doped with DNA, obtained us-
ing ps pulses. The addition of DNA enhanced the NLO 
properties of thin films. We identified that the films dem-
onstrated negative n2 with a highest magnitude of 2.89 × 
10–14 cm2/W for DNA2 films. Open aperture data demon-
strated strong 2PA with a highest magnitude of ~1.6 
cm/GW, again for DNA2 films. Ultrafast response ob- 

 

Figure 3. Closed aperture Z-scan curves for (a) R6GPVA film, 
(b) DNA1 film, and (c) DNA2 film. Circles/squares represent 
the data while the solid (blue) lines indicate theoretical fits. 

 

 

Figure 4. Degenerate pump-probe data of DNA2 film recorded 
at 800 nm. 

 
tained from pump-probe experiments suggests that this-
material has potential for applications in photonics. We 
conclude that PVA is a good matrix for fluorescent dyes 
incorporated into the double helix of DNA molecule 
enabling them suitable for practical applications in optical 
devices. 
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ABSTRACT 

We study in this paper the intersubband optical absorption of Si - doped GaAs layer for different applied electric 
fields and donors concentration. The electronic structure has been calculated by solving the Schrödinger and Poisson 
equations self-consistently. From our results, it is clear that the subband energies and intersubband optical absorption 
are quite sensitive to the applied electric field. Also our results indicate that the optical absorption depends not only on 
the electric field but also on the donor’s concentration. The results of this work should provide useful guidance for the 
design of optically pumped quantum well lasers and quantum well infrared photo detectors (QWIPs). 
 
Keywords: - Doped GaAs; Self-Consistently; The Intersubband Absorption 

1. Introduction 

Si - doped semiconductor structures have been of great 
interest because of their technological utility in electronic 
and photonic devices [1,2]. In these structures, a layer of 
Si atoms provides electron and gives rise to quantum 
subbands. By this means, a two-dimensional electron gaz 
can be obtained by planar doping of GaAs at high donors 
concentration. Hence there is great interest in a good un-
derstanding of Si - doped as a representative example 
of those devices. Theoretical studies of the above sys-
tems usually neglect possible effects of disorder due to 
the random distribution of impurities in order to simplify 
the analysis. Indeed, currently available techniques allow 
for an optimal control of the growing heterostructures, 
thus justifying the assumption that the ionized impurity 
atoms are homogeneously distributed inside the - doped 
layers. This approximation has recently been shown to be 
correct in the high density limit [3]. A number of re- 
searches have considered this limit within different ap- 
proaches, like the Thomas-Fermi [4], local density ap- 
proximation (LDA) [5] and Hartree methods [6]. These 
previous works show that in the absence of external fields 
the Thomas-Fermi semiclassical approach is equivalent to 
a self-consistent formulation over a wide range of doping 
concentrations [4]. The effects of applied electric field 
have recently been considered in the case of single and 
periodically Si - doped GaAs [7,8] by using a gener- 
alized Thomas-Fermi formalism. The electric field de- 
pendence of the intersubband optical absorption is also 
interesting for potential device applications. Intersubband 

absorption in quantum wells have been proposed or de- 
monstrated experimentally to be very useful for far-infra- 
red detectors [9,10], electro-optical modulators [11,12], 
and infrared lasers [13]. One of the most remarkable fea- 
ture of 2DEG is the intersubband optical transitions be-
tween the size quantized subbands in the same band. The 
behavior of an excited quantum well under the influence 
of an external electric field has been studied before [14, 
15]. Also for intersubband absorption, doping is very 
important to provide the carriers for the ground subband. 
The intersubband optical absorption in quantum well struc-
tures [16,17] and in - doped semiconductors has been 
studied before [18-20]. 

In the present paper, we investigate theoretically the 
electronic structure of Si - doped GaAs using a self- 
consistent procedure to solve Schrödinger and Poisson 
equations simultaneously. We have studied the influence 
of the electric field on the intersubband optical absorp- 
tion. In addition to the electric field we studied the effect 
of the donor’s concentration on the optical absorption; we 
conclude that the intersubband transitions are quite sensi- 
tive not only to the applied electric field but also to the 
donor’s concentrations. 

2. The Model 

For calculations which describe the structure, the self- 
consistent solution of the Schrödinger and Poissson equa- 
tions in the effective mass approximation was used. The 
material studied was GaAs with Si - doped layer. The 
wave function of electrons were decoupled into free par-  
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ticule waves in the plane (x, y) and the bound state in the 
z-direction. The structure was modelled assuming uniform 
distribution of the donors in the - doped layer. Free elec- 
trons are captured in the neighbourhood of parent ions by 
electrostatic interaction. The result of this interaction is the 
formation of quasi-two-dimensional electron gas around 
the dopant slab where electrons are free to move in the 
planes of doping and their motion is bound and quantized 
in the perpendicular direction. We assume the validity of 
the effective-mass approximation and take an isotropic and 
parabolic conduction band in the growth direction. This 
approximation usually works fine in GaAs. In the enve- 
lope function approach, the electronic wavefunction cor- 
responding to the jth subband may be factorized as fol- 
lows [21]: 

    1
expj r ik r

S
    j z        (1) 

where  and  are the in-plane wave vector and spa- 
tial coordinates, respectively. Here S is the area of the 
layer. The subband energy follows the parabolic disper- 
sion law 

k r

2 2E k *2mj ,  being the electron effect- 
tive mass at the bottom of the conduction band (

*m
  val- 

ley). The quantized energy levels jE  and their corre- 
sponding envelope functions  j z  satisfy the follow- 
ing Schrodinguer-like equation: 
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The one electron potential splits into three different 
contributions: 

      .HV z V z Vxc z eFz           (3) 

The last term in equation is the potential of an external 
electrical field. The Hartree potential is a result of the 
electrostatic interaction of electrons with themselves and 
with ionized dopants. It can be found by solving the one 
dimensional Poisson-equation, 
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where the elecron density n(z) is given as 
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j j
J

n z n z .            (5) 

And the sum goes over the sub-bands. The number of 
electrons per unit area in the jth sub-band can be calcu- 
lated as 
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where FE  is the Fermi energy. The exchange and cor- 
relation potential xcV  was found according to the Hedin 

and Lundquist parametrization, 
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stant and * 2 * 2
04 100a m e    Å is the effective 

Bohr radius. The solutions of these equations give us the 
sub-band energy levels, the effective confining potential 
and also the charge density profiles. The calculation also 
yields self-consistently the position of the Fermi level 

fE , from the condition that the total number of electrons 

must equal the total number of donors, i.e. in ND . All 

donors are assumed to be ionized and are replaced by 
uniform distribution. We have solved the Equations (2)-(7) 
self consistently using the finite difference technique. 
After the subband energies and their corresponding wave 
functions is obtained, the linear absorption coefficient 

 
i

   for the intersubband transitions can be clearly 

calculated as, 
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with the matrix element 
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where fi f iE E E  , fE  and i  denote the quantized 
energy levels for the final and initial states, respectively, 

E

  is the permeability, C  is the speed of light in free 
space, ef  is the effective spatial extent of electrons in 
subbands, r  is the refractive index, in

fL
n   is the intra- 

subband relaxation time (where in  is a constant and 
used the numerical value of 0.14 ps following Ref. [14]). 

3. Results and Discussion 

3.1. Effect of Electric Field on Optical Absorption 

In our numerical simulations, the thickness of GaAs 
structure is L = 50 nm. The - doped layer (2 nm) is as- 
sumed to be inserted into an infinite quantum well. The 
calculations were done for the temperature T = 295 K. The 
boundary conditions are    0 L 0   . The effective 
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mass of the electron has been taken as ( ), 

0  being the free electron mass. Figures 1(a)-(c) show 
us the absorption coefficient as a function of the photon 
energy for different electric field intensities. It is clear 
from Figure 1(a) that in absence of electric field one no- 
tices the existence only of the following transitions: (1-2); 
(2-3); (3-4) and one can easily see that the (1-2) inter- 
subband transition is dominant. However this situation 
changes when the electric field intensity increases. From 
Figure 1(b) the dominant transition is (3-4) and the maxi- 
mum of the (1-2) transition decreases. We can note also 

*
00.067m  m

m

 

 
(a) 

 
(b) 

 
(c) 

Figure 1. The variation of the absorption coefficient as a func- 
tion of the photon energy for different intersubband transi- 
tions for (a) F = 0 KV/cm; (b) F = 35 KV/cm; (c) F = 50 KV/cm. 

that the forbidden transition (1-3) when F 0 KV cm  
becomes possible when F 35 KV cm . Figure 1(c) 
show us that more and more the electric field intensity in-
creases more that the transitions (3-4), (1-3) and (2-3) in-
creases whereas the transition (1-2) decreases. The re-
sults stated above can be explained as follows: In ab-
sence of an applied electric field the confining potential 
presents shape profile and the envelope wavefunc-
tions are symmetric around the doped layer, in this case 
the transition (1-3) is forbidden. However when the elec-
tric field intensity increases the confining potential be-
comes slightly asymmetric, in other words the confining 
potential change its shape and a secondary quantum well 
appears at the left (Figure 2) [22,23]. The excited subbands 
energies decrease because the asymmetric structures, the 
higher subband energies, which are more energetic, can 
easily, penetrate into the secondary quantum well and, 
thus their energies decrease. 

-V

Figure 3 shows the absorption coefficient (1-2) for 
different applied electric field intensities. It is clear from 
this figure that when the electric field intensity increases 
the maximum of absorption decreases, this decrease in  

 

 

Figure 2. The self consistent confining potential for differ- 
ent electric field intensities. 
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Figure 3. The absorption coefficient of (1-2) intersubband 
transition for different applied electric field intensities. 
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absorption is observed for small applied electric field 
intensity F 35 KV cm . However for high applied elec- 
tric field F 35 KV cm  this maximun in absorption co- 
efficient increases with increasing the intensity of applied 
electric field. 

3.2. Effect of Doping Layer Concentration on  
Optical Absorption 

To illustrate the effect of the concentration on the prop- 
erties of our structure one starts with representing the 
confining potential for various doping layer concentra- 
tion DN  (Figure 4). With increasing the value of the 
concentration DN  the potential becomes more and 
more deep what improves the confinement of the elec-
trons. We have also study the effect of the concentration 

DN  on the absorption coefficient of the (1-2) intersub-
band transition (Figure 5). As seen from this figure, while 
for small concentration range ( ) the ab-
sorption peak increases with increasing the value of 

16 23 10 mDN  
DN

2m
, 

however for high concentration rang D
1603 1N    

this peak decreases in magnitude with increasing electric 
field. Because the high DN  concentration generate a 
deeper potential of confinement (Figure 4) and therefore 
the levels of energies will be nearer one of the other what 
decreases the absorption coefficient. Therefore one can 
say that the concentration of the doping layer can serve 
to adjust the value of the desired absorption coefficient. 

In Figure 6 we plot the energy difference between the 
ground and the first excited subband, 1  as a 
function of the doping layer concentration 

2E E E  
DN

16 2m

, from 
this figure we note that this difference between the two 
ener- gies decreases for  range and in-
creases for the D

3 10DN  
16 20 m3 1N   . This result confirms the 

value of this concentration limits   16 2limit 3 10 mDN    
found in the previous paragraph (Figure 5). The results 
open the possibility to design devices for use as optical 
filters controlled by doping layer concentration. 

 

 

Figure 4. Confining potential for various doping layer con- 
centration ND. 

 

Figure 5. The absorption coefficient of (1-2) intersubband 
transition for different concentration ND of the doped layer. 

 

 

Figure 6. Energy difference between the ground and the 
first excited as a function of the doping layer concentration. 

4. Conclusion 

We have investigated the intersubband optical absorption 
of Si - doped GaAs for different applied electric fields 
and various concentrations of the doping layer using a 
self-consistent procedure to solve the Schrödinger and 
Poisson equations. From our results, it is clear that the 
subband energies and intersubband optical absorption is 
quite sensitive to the applied electric field. Also our re- 
sults indicate that the optical absorption depends not only 
on the electric field but also on the doping layer concen- 
tration. Such systems are extremely attractive from the 
point view of both basic research and technological ap- 
plication, such as, optical modulators, high-power FETs, 
and infrared devices based on the intersubband transition 
of electrons. 
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ABSTRACT 

The main purpose of the work is to clarify the physical mechanisms which leads to the specific spectrums of the struc- 
tures [1-3]. The work is based on the ideas of the effective susceptibility. The effective susceptibility of cone-shaped 
nanohills located at the semiconductor surface is obtained in the frame of local-field approach. The knowledge of the 
effective susceptibility allows to calculate the optical absorption profiles. Using the approach similar to Levshin rule the 
photoluminescence spectra were calculated. Obtained results were compared with experimental luminescence spectra 
obtained earlier. The significant machanisms, that define the peculiarities of the spectra, is the shape of the nanoclasters 
and the inhomogeneity of the nanohills array are justificated. The main issue of the work is that the cause of the lu- 
minescence spectrums has electodynamical nature without spatial quantisation effects. 
 
Keywords: Mesoparticle; Cone Shape; Effective Susceptibility; Imperfect Array; Luminescence 

1. Introduction 

Nowadays the experiments of luminescence of the nano- 
hills fabricated by laser beam scanning along the silicon 
surface were reported [1-3]. The effect of luminescence 
by the nanohills in the works [1-3] was explained by ex- 
isting varyband structure of the nano-rods. The spatial 
quantization is the cause of luminescence effect in the 
nanohills. This explanation seems to us rather not well- 
grounded and, of course, it is only for qualitative. Indeed 
the electron state of the quantum dot is formed in the 
particle as a whole. It means one should obtain the elec- 
tron eigenstates inside the cone-like quantum dot and, then, 
calculate the transition currents, effective susceptibilities 
and luminescence spectra. The developing of correct mi- 
croscopic model for explanation of discussed results be- 
comes very hard problem. However, one can get round the 
difficulties using the mesoscopic approach using the lo- 
cal-field method. In the frame of so-called effective sus- 
ceptibility concept [4] it is possible to calculate the lumi- 
nescence spectra by the methods of the mesoscopic elec- 
trodynamics. In the frame of this approach the local-field 
effects can give the forthcoming result. As it is well-known, 
the local-field effects strongly depend on the particle 
shape and size [4,5]. Moreover, the effective susceptibil- 
ity of the nanoparticle arrays depends on the particle shapes 
and size distribution. Then, taking into account the cone- 
like shape of the particles at the surface and its shape dis- 

tribution one can calculate the absorption spectra and, 
then, using the widely applicable Levshin rule [6,7]—cal- 
culate the luminescence spectra. This problem was solved 
in this work. 

2. Model and Problem Set up 

The scanning by the laser beam of the semiconductor sur- 
face can lead to fabrication of the systems of the nano- 
hills shaped as a cone, which was reported in [1-3]. It is 
well known, that the mechanical stresses appear when the 
nano-objects are fabricated at the surface [8-11]. The 
stress fields lead to distortion of the electron and optical 
properties of the nano-systems [12,13]. 

Specifically, these distortions become apparent in shifts 
of the absorption edge and transform the indirect band 
energy structure to the direct one [12,13]. This fact leads, 
in part, to ability of the luminescence observation in Si 
nano-particles [12]. This effect is similar to the nanopor- 
ous silicon [12]. Moreover, the complicated structure of 
the absorption and luminescence spectra can’t be explained 
by the mechanical stresses [12]. Here we attempt to de- 
scribe the peculiarities of the absorption and lumines- 
cence spectra of the nanohills systems in the frame of 
local-field approach. There are many works where the 
similar effects were explained with the local field inter- 
actions in the nano-particles [5,14]. It is well known, that 
the local-field effects are strongly defined by the shapes 
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and dimensions of the particles [5,14,15]. Moreover the 
distribution of the nano-particles arrays over the shapes 
and the dimensions defines the optical properties of the 
nano-particles arrays. Just these two aspects of the sys- 
tem are taken into account in the present work. To de- 
scribe the luminescent properties of cone-shaped nano- 
hills one use the so-called effective susceptibility concept 
[5,14]. To calculate the effective susceptibility of the nano- 
particles array one should to start from the dielectric func- 
tion of the material from which the particle is fabricated. 
The dielectric function of silicon modified by the stress 
effects is used [13,16] in the frame of the discussed ap- 
proach. One should note that one of the features of the 
meso-particles array is the distribution of the particles as 
over its shape as over its dimension. It is clear that the 
optical properties of the system are defined by these dis- 
tributions. The distribution functions of Lifshits-Slezov- 
Wagner [17] and Gauss are used in the present work. 

The paper is organized as follows. In Section 3 we give 
a brief description of the local field method and obtain 
the single meso-particle effective susceptibility. In Section 
4 we obtain the formula of the effective susceptibility of 
the inhomogeneous two-dimensional array of the parti- 
cles in the frame of Green function formalism. And in 
Section 5 the results of our calculations by semi analyti- 
cal method are presented and compared with the experi- 
mental data. 

3. Effective Susceptibility of Small Particle 

For solving the problem of the calculation of the linear re- 
sponse to the external field (so-called, effective suscepti- 
bility) of the single meso-particle at the surface of a solid 
(Figure 1), one use the local-field method [5,14,15]. Let 
one consider the interaction of the small particle with the 
external electromagnetic field. The self-consistent electric 
field at any point inside the system obeys the equation 
[5,14,15,18], 

       0
0, , , , ,i i ij j

V

E E i G j       R R R R R d R


(1) 

where 0 ,iE R
 , ,ijG

 is an electric component of external 
field, R R  is the photon propagator, describes 
the electromagnetic field propagating in the medium in 
which the particle is embedded. This medium is the sub- 
strate with flat surface in the case under consideration. 

Because of connection between the local current 
 ,jj R  and the local field  ,iE R  which usually 

named as constitutive equation, 

     
   0

,

  

j jk k

jk jk

j i E , ,   

    

 

 

R R
       (2) 

where  jk   is susceptibility of the bulk material from 

 

Figure 1. Setup of calculations. 
 

which the particle is fabricated, Equation (1) transforms 
to self-consistent equation for local-field which usually 
named as Lippmann-Schwinger equation [5,14,15], 

   

     

0

2

2

, ,

               , , , d .

i i

ij jk k
V

E E

G E
c

 

    



  

R R

R R R R



(3) 

The introduction of the effective susceptibility which 
connects the local current  ,jj R  with the external field 

 0 ,kE R , 

    0,  , ,j jk kj i E S     R R R     (4) 

allows us to write the solution of Lippmann-Schwinger 
equation in the form, 

   

         

0

2
0

2

, ,

               , , , , d

i i

S
ij jk k

V

E E

G E
c

 

   



   

R R

R R R R R

(5) 

with the dimensionless effective susceptibility    ,S
jk  R : 

      0,S S
jk jk ,   R R

d ,

. The effective susceptibility 
of the single meso-particle at the surface of the solid can 
be calculated according to the equation obtained in [5] 

         
1

2
0, , ,S

ij ik jk jl lk
V

k G      


 
    

 
R R R R



(6) 

where photon propagator corresponds to a two semi-spaces 
with the ideal flat interface. This expression will be ini-
tial one for calculations provided in the present work. The 
detail analysis of the effective susceptibility in form Equa-
tion (6) was provided in [5]. In part, it was shown that 
obtained expression for the effective susceptibility Equa-
tion (6) is true under condition of nonzero of imagine part 
of the matrix, 

   2
0 , , dik ij jk

V

k G  
 

  
 

 R R R  

determinant, and equation 

   2
0Redet , , d 0,ik ij jk

V

k G   
 

   
 

 R R R    (7) 
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defines the eigenmodes in the system. It is clear that be- 
cause integral over the particle volume in Equation (6) 
the behavior of the effective susceptibility of the particle 
will be strongly depended on the particle shape and size. 
The behavior of the effective susceptibility  ,jk R  
can be studied numerically. For example, the imaginary 
part of xx  averaged over the volume of the particle for 
the single cone-like particle is depicted in the Figure 2 
(colour plot). In the Figure 3 depicted the same depend- 
ence via the curve representation. It is could be seen that 
the dependence of xx  on the particle shape (more cor- 
rectly, on the cone height h) is strong and at any value of 
h the behavior of  xx   drastically changes—line is 
split. 

4. Absorption Spectra of Two-Dimensional 
Cone-Like Particle Arrays 

It is clear that experimentally obtained meso-particle ar- 
rays are characterized by the particles with the different 

 

 

Figure 2. Effective susceptibility of single cone like Si mesopar- 
ticle (xx-part) as a function of photon energy and cone height 
(two dimensional dependence). 

 

 

Figure 3. Effective susceptibility of single cone like Si mesopar- 
ticle (xx-part) as a function of photon energy at different val- 
ues of the height of the cone under consideration. 

shapes and dimensions. Then, using the result of previ- 
ous section, one should calculate the effective suscep- 
tibility of the meso-particle array. To calculate the effec- 
tive susceptibility of the meso-particles array one should 
consider the self-consistent equation, 

     

       

0

1

, ,

                d , , , ,

i i

N
S

ij jl l
V

E E

a G E


 

  




    

R R

R R R R R

 (8) 

where the summation is over the different particles. 
Let us suppose that the meso-particles form the rare ar- 

ray, which means that average distances between the par- 
ticles are larger than linear dimensions of them. Taking 
into account the results of the works [14,19,20], one can 
consider the meso-particles as the point-like dipoles which 
polarises as the nonpointness object with the defined shape 
and dimension. Thus the second term in the right part of 
Equation (8) can be reduced to 

     

     

 d , , ,

, , , , , ,

q

ij jl l
V

ij jl l

G E

G z z E z z



   


   

   

  

 

 



R R R R

r r r
  (9) 

with 

       ( ) 1 d  ,S
jl jl

V

V



 ,    R R  

is the averaged polarizability of the single particle of α-th 
kind at the surface. In general, the mesoparticle arrays 
consist of the particles having different dimensions and 
differently shapes. It means that the sum in Equation (9) 
splits to the double sum, internal term of which is the 
sum of particles with the same parameters (named by the 
α-th subsystem), 

   
Ns

q



 
               (10) 

where N  is a number of particles in the α-th subsys- 
tem, and s is a number of the subsystems. It is naturally 
to suppose that the particles are distributed homogene- 
ously along the surface of the substrate. Then, one should 
average Equation (9) over the particles positions. For this 
purpose one should, first, to perform Fourier transforma- 
tion of Equation (8) taking into account Equation (9), due 
to lateral homogeneity. Let one average out Equation (9) 
by the particle positions, using Equation (10). Then, tak- 
ing into account that occupied position can’t be occupied 
by the other particle, one should use the uniform distri- 
bution [14,19]. Because the meso-particle array can be 
considered as quasi-uniform spatial system in the plane 
of the substrate (XOY plane), one can transmit to so-called 
k-z representation [4], 
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(11) 

where r and k are the coordinate and wave vector in the 
XOY plane, respectively, S is the area of the substrate. 
To calculate this expression one should to consider 1N   
summand of the sum in right part of Equation (11), which 
has a form, 
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As a result, the right part of Equation (9) is written as 
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Then, the equation of the self-consistent field written 
for the system under consideration has form 

 
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where 

 
,

lim 1
N S

n N


 
  S   

is concentration of the particles of α-th type. The depend- 
ence between the induced subsystem dipole moment and 
the external field, 
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Substituting Equation (15) in Equation (14) one can ob-

tain the polarization of the β-th subsystem 
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Then, the polarizability (the effective susceptibility) of 
the total system has a form, 
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This equation will be used for further calculations of 
the absorption and luminescent spectra of the system un- 
der consideration. Present paper calculation based on the 
method developed in [18] with adaptation into present 
model of the one. According to the definition of the ab- 
sorption spectra, 

   * *1
.

4
Q J J E E  

   
          (18) 

All characteristics that include Equation (18) are vol- 
ume averaged already, and due to time averaging, 

        * *1
, , , ,
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Let consider expressions, 
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is local field factor. 
Formulas above are written in  representation, 

they must be convenient to use in Equation (19). Thus it is 
necessary to perform inverse Fourier transformation. Due 
to suppositions considered above they has simple view, 
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       0, , , , , , , .z qik zq i
j q ji q i qE z F z E z e e    krk r k k (23) 

Substituting Equations (22) and (23) into Equation (19) 
one obtains the dissipative function of nanoparticle array 
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in the form, 
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Include into consideration distribution function 
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where   is some parameter of the particle. 
Final view of absorption spectra formula 
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where  jl
   is effective susceptibility of the single parti-

cle with the parameter , which founded in previous section. 

4. Numerical Calculations and Discussions 

Numerical calculations were performed in the frames of 
the model of the bulk material susceptibility with correc- 
tions discussed above. The susceptibility of the bulk sili- 
con and germanium were taken from [13,16]. As could 
be seen from the experimental data (green colored lines 
at Figures 4 and 5) the range of luminescence spectrum is 
about 1 eV near the absorption edge from 1.2 eV to 2.3 
eV. That is why in the theoretical calculations only ab-
sorption edge were taken into consideration with the fre- 
quency shift about 0.2 eV and grows of the intensity about 
2 units. In the model we use the different distribution func- 
tions which fulfill different models of growing of the struc- 
tures to find the most suitable. The averaged dimension 
of the particles were chosen as the next: Radius of the base 
of the cone was equal to , the averaged height 
of the cone-like particles was equal to mid . It was 
supposed that heights of the cone-like particles are var- 
ies from min  to max . There dif-
ferent shape distributions of the particles were used in 
the present work. Gauss distribution function has form 
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with the constant  being founded from the relation GC

 
max

min

d
h

h

N f h  , where is the total number of the particles 

in the array. Lifshits-Slezov-Wagner distribution function 
can be represented in the form [17], 
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Figure 4. Luminescence spectra of different structures [1-3]: 
Green colored line is experimental data, red colored Lif- 
shits-Slezov distribution (x = 1), purple is Wagner distribu-
tion (x = 0), blue is Gauss distribution, SiO2/Si structure, Tne = 
60. 

 

 

Figure 5. Luminescence spectra of different structures [1-3]: 
Green colored line is experimental data, red colored Lif- 
shits-Slezov distribution (x = 1), purple is Wagner distribu- 
tion (x = 0), blue is Gauss distribution, Si0.7Ge0.3/Ge, Tne = 55. 
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where 
max

h
u

h
 ,  is the maximal dimension of the  maxh

particle in the array, x is the parameter of the model de- 
pends on the kinetic properties of the different materials 
( 0 1x  ) [11]. Constant LSC  is founded from the nor- 
malisation equation. 

The luminescence spectra for structures 1) SiO2 (sub- 
strate)/Si(particle) and 2) Si0.7Ge0.3/Ge are depicted in 
Figures 4 and 5, green colored lines are experimental 
data. For estimation the luminescence spectra via absorp-
tion profile we use so-called Levshin rule [6,7,21], 

   3 0exp
ne

E
L Q

kT


  

 
  

 


     (31) 

5
         (28) 
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where ne  is the fenomenological constant. From the form 
of the structures obtained by the laser beam scanning along 
the silicon surface [1-3] one can see that interparticle dis- 
tances are comparable with wave length. As we can see 
from the experimental spectra wave length at the left side 
of the spectra two times larger than at the right side. More- 
over intensity of the diffuse scattering for the small wave 
length is larger. That is why the effective intensity of ra- 
diation at the detector must be smaller. For the estimation 
of the theoretical curve one uses the phenomenological 
function which describes intensity at the detector. The func- 
tion must satisfy the next conditions: 1) The scattering 
processes are not appreciable for the long wave length pho- 
tons. It means the function must be constant in the long 
wavelength limit; 2) When the wavelength is comparable 
with inhomogeneties of the structure the function must 
abate, 

T

 0
0

1
,

1 exp

f E
E E

 
    

          (32) 

where 0  is the phenomenological energy which corre- 
sponds to the critical wavelength, and which corresponds 
to range of the frequencies of the effective scattering. 

E

It could be easily seen (Figure 4)) that model with 
Lifshits-Slezov (Lifshits-Slezov-Wagner, x = 1) (red col- 
ored line) the distribution function more suitable than sym- 
metric Gauss distribution (blue colored line). And at the 
Figure 5 we can see the same situation where Wagner 
distribution function (Lifshits-Slezov-Wagner, x = 0) more 
suitable than symmetrical Gausian. It is expected result 
because of the heat action of the laser beam because Lif- 
shits-Slezov distribution was derived for the annealing 
process [11]. In contrast the etching process [8] where pre- 
sented logarithmic normal size distribution with the domi- 
nant number of the smaller particles. We can see from 
Figure 4 that the local field effects lead to rather strong 
distortion of the initial curve [13] describing absorption 
properties of the bulk material from which the nanohills 
are made. As we can see from Figures 4 and 5, the maxi- 
mum of the calculated luminescence curve has the same 
position as at the experimental data curve and it has the 
similar low frequency side. In Figure 5 for another pair of 
materials (Si0.7Ge0.3/Ge) we can see the same features at the 
low frequency range and it is comparable with experi-
mental data. It is easy to see that both SiO2/Si and 
Si0.7Ge0.3/Ge have similar peculiarities in the same re- 
gion of the photon energies. It allows us to think that the 
nature of the features observed above are similar. 

5. Conclusion 

The model of two dimensional array of cone-shaped 
meso-particles for explanation of the experimental data 

reported earlier by the authors in [1-3] is proposed. As 
opposed to [1-3] where obtained the results were ex- 
plained by the spatial quantization effects here one pro- 
posed the additional approach based on taking into ac- 
count the local-field interactions inside the particles and 
the interparticle interactions. The local-field interactions 
inside the particles were considered in the frame of effec- 
tive susceptibility concept in the near-field approximation. 
The interparticle electro dynamical interactions were con- 
sidered rather strongly by solution of Lippmann-Schwinger 
equation for the system under consideration with what taken 
into account as near- as middle- and far-field interactions. 
Different models of the particle distributions—Gaus- 
sian-like distribution and Lifshits-Slezov-Wagner distri- 
bution were used. The both models of the particle distri- 
bution give qualitatively correct results. But the Lifshits- 
Slezov-Wagner distribution model is the most suitable. 
This fact allows us to conclude that particle distri- bution 
obtained by laser heating [1-3] of SiO2 surface is de-
scribed by Lifshits-Slezov-Wagner distribution with x = 1. 
In the case of Si0.7Ge0.3 surface the luminescence spec-
trum is described by Wagner distribution. Comparison of 
calculated and experimentally obtained luminescence spec- 
tra allows us to think that the luminescence of the nano-
hills can be explained by the local-field effects. 
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ABSTRACT 

Effects of light intensity and quality of three kinds of LED monochromatic lights (blue, green, and red) on the growth of 
Skeletonema costatum are investigated in batch culture conditions. Seven light intensities (20, 30, 40, 45, 50, 60 and 80 
μmol·m–2·s–1) are used to evaluate the specific growth rate, spectrum absorption coefficient and saturated light intensity 
of LED monochromatic light. Results show that the growth rates of Skeletonema costatum increase with the enhanced 
light intensity; however, the light level beyond the saturation light intensity inhibited the growth of Skeletonema co-
statum. Compared with red and green light, the growth rate of Skeletonema costatum under blue light is higher within 
saturated light intensity, and saturated light intensity of LED monochromatic light is lower under blue light and higher 
under green light. It is concluded that under different monochromatic light, the saturated light intensity decreases and 
the growth rate increases with the increasing of spectrum absorption coefficient. 
 
Keywords: Monochromatic Light; Saturated Light Intensity; Skeletonema costatum; Growth Rate; Red Tide 

1. Introduction 

Under certain ecological conditions, some marine micro-
algae may grow rapidly in a short time and lead to dis-
coloration of waterbody or water blooms, which refer to 
harmful algal blooms. Such over-proliferated blooms are 
harmful to other organisms and other organisms can be 
affected directly or indirectly [1]. The marine diatom 
Skeletonema costatum has been considered as one of the 
dominant red tide species in the coastal areas, and it dis-
tributes widely in the waters around the world. In China, 
it is one of typical seriously harmful red tide species [2]. 
Many physical factors play important roles in the growth 
of this harmful alga. Among these factors, light is an 
important environmental factor which can affect micro-
algae growth, and it is one of the key environmental fac-
tors of the red tides happened [3-6]. For a certain pH 
value, temperature, and nutrition conditions, the light in-
tensity and the duration of illumination which decides the 
algae photosynthesis efficiency also play crucial roles on 
the growth rate of algae [7-9]. 

Many studies on the effects of light intensity, tempera-
ture and salinity have been reported [10-14]. However, in 
terms of light intensity, most studies focused on the ef-
fects of fluorescent or the sun-light on the growth of red 
tide species [10,11]. Studies of the influence of light on 
the Skeletonema costatum have been reported by Baiye 
Sun with filed culture experiments and model calcula- 

tions [12], and the optimal light intensity for growth of 
Skeletonema costatum increases gradually to a maximum 
of 121.6 W·m–2 with temperature up to 25˚C. Under this 
temperature, the optimal irradiance was 7000 lx for Skele-
tonema costatum reported by Yu Ping [13]. Also, it was 
described that under the high temperature, Skeletonema 
costatum adapted to higher light intensity, and under the 
low temperature conditions it adapted to the low light in-
tensity. The optimal light intensity for growth of Skele-
tonema costatum was 3000 - 6000 lx reported by Chou 
Jianbiao [14]. The light source in their studies was white 
light of fluorescent. However, white light is composed of 
seven monochromatic lights, in order to determine the 
role of light wavelength on the growth of Skeletonema 
costatum and explain the effects of light on the red tides 
from photosynthesis mechanism, it is necessary to research 
the effect of the monochromatic light on the growth con-
ditions of Skeletonema costatum. Besides, in the experi-
ment by using the filter to get the beam width of light for 
monochromatic research, light energy loss is serious, and 
the beam width of light is relatively large [15-17]. 

In this work, we use the monochromatic light-emitting 
diode (LED) as the light source and study the effects of 
three monochromatic lights on the growth of Skeletonema 
costatum with the same photosynthetic available quan-
tum flux density. Based on the study on the effects of 
different wavelength of monochromatic light and differ-
ent light intensities on the growth of Skeletonema costatum, 
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we obtain the saturated light intensities of different mono-
chromatic lights, and further provide the basis of analysis 
of the mechanism of the red tides occurrence. 

2. Materials and Methods 

2.1. Algal Species and Culture Conditions 

The strain of Skeletonema costatum is obtained from the 
Institute of Fisheries College, Ocean University of China. 
Seawater used in this work is sterilized artificial seawater 
that is filtered through a 0.45 μm filter before used for 
culture medium preparation. Algal cells in the exponent- 
tial growth phase are used, which are inoculated into 300 
mL Erlenmeyer flasks containing 100 mL fresh f/2 en- 
riched seawater. Stock cultures are maintained in steril- 
ized Erlenmeyer flasks and cultivated in a plant growth 
chamber under the common background conditions of 21˚C 
with a 12:12 light:dark photoperiod. The lights used for 
the culture are provided by monochromatic LED with the 
center wavelength of 456 nm, 512 nm and 656 nm, re- 
spectively. The light intensity can be adjusted from 20 
μmol·m–2·s–1 to 80 μmol·m–2·s–1 by changing the dis-
tance between the light source and vessel. The spectra of 
light sources are measured by PR-650 spectrophotome-
ter/spectrocolorimeter, as shown in Figure 1. 

2.2. Method of Measurement 

For researching the growth condition of Skeletonema co- 
statum, a 50 μL algal sample is fetched from each flask 
everyday, and then supported by a glass slide. The num- 
bers of algal cell are counted under optical microscope, 
and cell number countings are repeated for at least three 
times. The specific growth rate μ was calculated during 
the exponential growth period by [18,19] 

2

2 1

ln lnN N

t t






1                 (1) 

where N1 and N2 are cell numbers on days t1 and t2, re- 
spectively. 

3. Results and Discussion 

3.1. Effects of Light Intensity and Light Quality 
on the Growth of Skeletonema costatum 

Firstly, we study the effect of blue light on the growth rate 
of Skeletonema costatum. Skeletonema costatum strain cul-
ture is maintained in conditions as mentioned above until 
the end of the exponential phase. The typical light intensity 
used are 20, 30, 40, 45, 50, 60 and 80 μmol·m–2·s–1. For all 
light intensities, the Skeletonema costatum has an exponen-
tial growth phase in seven days, as is shown in Figure 2(a). 
(Considering that the cell cycle of Skeletonema costatum is 
about five days [12], we pay our attentions to the data in 
the first seven days). For different light intensities, the 

 
(a) 

 
(b) 

 
(c) 

Figure 1. Spectra of three kinds of LED illuminants. (a) 
Blue; (b) Green; (c) Red. 

 
growth of Skeletonema costatum is significantly different, 
especially after two days. Based on the cell number, we 
can calculate the growth rates under different light inten-
sities using Equation (1). As is shown in Figure 2(b), the 
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(a) 

 
(b) 

Figure 2. (a) The growth curve of Skeletonema costatum 
under blue light; (b) Growth rate of Skeletonema costatum 
under blue light. 

 
growth rates increase with the increasing light intensity 
from 20 to 40 μmol·m–2·s–1, the maximum growth rate is 
observed at 40 μmol·m–2·s–1 (Figure 2(b)). When the 
light level exceeds 40 μmol·m–2·s–1, the growth rates of 
Skeletonema costatum gradually decrease, which means the 
saturated light intensity of Skeletonema costatum under 
blue light is about 40 μmol·m–2·s–1. 

When the Skeletonema costatum are cultured under 
green light, the effect of the wavelength on the growth of 
the microalgae is not significant in the first two days 
(Figure 3(a)), and then it goes significantly different 
after two days. Growth response curves as a function of 
intensity for Skeletonema costatum are shown in Figure 
3(b). The growth rates of Skeletonema costatum increase 
when light intensity increases from 20 to 50 μmol·m–2·s–1, 
and then decreases beyond 50 μmol·m–2·s–1. The highest 
growth rate of Skeletonema costatum is 0.3006 at 50 
μmol·m–2·s–1. 

By the same method, we study the cell numbers and 
growth rates of Skeletonema costatum under red light, as 

 
(a) 

 
(b) 

Figure 3. (a) The growth curve of Skeletonema costatum 
under green light; (b) Growth rate of Skeletonema costatum 
under green light. 

 
is shown in Figures 4(a) and (b). The growth rates of 
Skeletonema costatum increase with the increasing light 
intensity from 20 to 45 μmol·m–2·s–1. When exceeds this 
light intensity range, the growth rates gradually decrease. 
The maximum and minimum growth rates of Skeleto- 
nema costatum are 0.1953 at 20 μmol·m–2·s–1 and 0.3212 
at 45 μmol·m–2·s–1, respectively. The saturated light in-
tensity of Skeletonema costatum under red light is about 
45 μmol·m–2·s–1. 

Results above show that when cells are exposed to blue, 
green or red light, the growth conditions of Skeletonema 
costatum are greatly influence by different light wave-
length. For three kinds of monochromatic light, the growth 
rates of Skeletonema costatum are significantly different. 
The growth rate under blue light is larger than under green 
and red light until it reaches saturation light intensity. In 
blue light condition, the saturation light intensity is about 
40 μmol·m–2·s–1, which below the value of saturation 
light intensity of the green (50 μmol·m–2·s–1) and red light 
(45 μmol·m–2·s–1). 
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(a) 

 
(b) 

Figure 4. (a) The growth curve of Skeletonema costatum 
under red light; (b) Growth rate of Skeletonema costatum 
under red light. 

3.2. The Relationship of Spectrum Absorption 
Coefficient and Growth Rate, Saturated 
Light Intensity 

Spectrum absorption coefficient represents the quantum 
efficiency of the light photosynthetic effective quantum 
flux absorbed by microalgae, and it further reflects the 
efficiency of the light to promote the growth of microal-
gae. In this work, we estimated the relationship between 
the growth rates and spectrum absorption coefficient us-
ing the equation by [20]: 

   

 

700

400

780

380

1 10 OD
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



  

  

  





        (2) 

where λ is wavelength, ∆λ is wavelength interval,     
is relative spectrum power density, and it is provided by 
the spectra of light sources. OD (λ) is absorbance, and it 
can be obtained from the absorption spectrum of micro-
algae, as is presented in Figure 5. 

Based on Equation (2), it is now possible to estimate 
the spectrum absorption coefficient of Skeletonema co-
statum in different lights. Spectrum absorption coefficient 
of blue light is 0.0913 (Figure 6), it is larger than that of 
red light and green light (0.0871 and 0.0868, respectively). 
With the certain photosynthetic available quantum flux 
density, the growth rates of Skeletonema costatum is the 
highest under blue light and the lowest under green light 
within saturated light intensity. As a result, we can con-
clude that the saturated light intensity decreases and the 
rowth rate increases with the increasing of spectrum ab-
sorption coefficient. 

4. Conclusion 

In conclusion, effects of light intensity and quality of three 
kinds of LED monochromatic light (blue, green, and red) 
on the growth of Skeletonema costatum are investigated. 
Results indicate that Skeletonema costatum prefer blue 
and red light to green light and the saturated light inten-
sity is significantly different under three monochromatic 

 

 

Figure 5. Absorption spectrum of Skeletonema costatum. 
 

 

Figure 6. The relationship of Spectrum absorption coeffi-
cient and growth rates under blue, green and red light. 
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lights. Based on the theory of quantum energy level tran-
sition, we analysis the results of the experiment and con-
clude that the wavelength of the light and the correspond-
ing spectrum absorption coefficient play important roles 
in the energy level transition of molecular photosynthesis. 
For further illustrating the role of light in the growth con-
dition of Skeletonema costatum, we obtain the relation-
ship between spectrum absorption coefficient and growth 
rate or saturated light intensity. In blue light condition, 
the value of saturated light intensity is the least (40 
μmol·m–2·s–1), but the spectrum absorption coefficient is 
the largest ( A = 0.0913). In green light condition, the 
value of saturated light intensity is the largest (50 
μmol·m–2·s–1), but the spectrum absorption coefficient is 
the least ( A = 0.0868). Hence, saturated light intensities 
are negative correlation with the spectrum absorption co-
efficient. It also shows that within the saturated light in-
tensity and the same photosynthetic available quantum flux 
density, the growth rates is the largest under blue light 
and the least under green light, therefore, the growth rates 
of Skeletonema costatum are positive correlation with the 
spectrum absorption coefficient. Results presented in this 
work may offer valuable references for estimating the ef-
fect of light wavelength on the growth condition of Skele-
tonema costatum and understanding the mechanism of the 
red tides occurrence. 
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ABSTRACT 

Transparent relaxor ferroelectric ceramics of the system lanthanum modified lead magnesium niobate have been inves-
tigated for a variety of electro-optic properties that could make these materials alternatives to (Pb,La)(Zr,Ti)O3. However, 
a study that relates the to properties in function stoichiometric formula, has not been analyzed heretofore. Therefore, in this 
work the effect of A-site substitution of La3+ in the characterization microstructural, structural, optical and electro-optical on 

     y 1 3 2 3 3 3 and 1 3 2y1 Pb La Mg Nb O PbTiOx x
         1 3 2 3 3 3 2 31 1 Pb Mg Nb O PbTiO Laz x x z      O  has been 

performed. It was observed that the properties according to the stoichiometric formula and the PT had a maximum 
whose behavior was related to the addition of lanthanum in each stoichiometries. 
 
Keywords: Ferroelectric; Optics; Transmittance; Electro-Optical 

1. Introduction 

Lead magnesium niobato  1 3 2 3 3Pb Mg Nb O  (PMN), as 
one of the most widely investigated relaxor ferroelectric 
with a perovskites structure, was first synthesized in the 
late 1950s [1]. Initially, PMN was prepared by the con-
ventional mixed oxide method, where pyrochlore phase 
was inevitably produced. In order to synthesize stoichiomet-
ric perovskite PMN ceramics, Swartz and Shrout [2] pro-
posed a columbite precursor method, where the interme-
diate reaction of the formation of pyrochlore phase was 
bypassed, which results in the stabilization of perovskites 
structure as compared to the mixed oxide method. Re-
cently, a novel methodology was devised to stabilize 
perovskites structure by adding stable normal PbTiO3 
(PT). The formation of the solid solution increases the 
tolerance factor and electronegativity difference, leading 
to the stabilization of the perovskites structure and the 
enhancement of dielectric property of the relaxor ferro-
electric [3]. 

A study of the optical, electrical and electro-optical 
properties of PMN-PT ceramics in function of the stoi- 
chiometrie is of interest both for possible insight into the 
physical nature of relaxor ferroelectrics as well as for 
making practical extension of its several present applica-
tions to include usage in electro-optical devices. Present 
applications take advantages of PMN-PT singularly ex- 

cellent dielectric, low thermal expansion, and high elec- 
trostrictive properties [4]. From the viewpoint of crystal 
chemistry, the substitution of Ti4+ ions for the complex 
 4

1 3 2 3Mg Nb


 ions on the B-site of the perovskite struc- 
ture in the    1 3 2 3 3 31 Pb Mg Nb O PbTiOx x   (PMN- 
PT) system leads to the outstanding properties of the 
PMN-PT ceramics that exhibit excellent electrical and 
electro-optical performance, which make them promising 
applications in multilayer capacitors, piezoelectric trans-
ducers and actuators and optical devices [5,6]. However, 
perovskite structure are extremely difficult to fabricate 
reproducibly without the appearance of stable pyrochlore 
phase, which always exist in the PMN-PT ceramics and 
significantly deteriorates such properties as the dielectric 
property [7]. 

The optical transmittance as function of wavelength 
was studied in  1 3 2 3 0.38 30.62

 single crys-
tal by Wan et al. It was found that the crystal is trans-
parent in the visible region and rolls off in near 450 nm. 
Using the Senarmont compensador method, the effective 
electro-optic coefficient rc = 42.8 pm/V was also ob-
tained [8]. Some effect and applications, such as photore-
fractive, Second-Harmonic Generation (SHG), elec-
tro-optic and elasto-optical devices, are based on the large 
optical property coefficient of the materials [9,10]. The 
knowledge of factors that can modify these properties is 
desirable to find new application of the relaxor and elec-

Pb Mg Nb Ti O
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tro-optical materials. In this work, ceramics in the 
PMN-PT system were prepared by doping with lantha-
num. La addition to PMN-PT has been shown to promote 
densification and through hot uniaxial pressing, optically 
transparent materials have been achieved, allowing the 
determination of various optic and electro optic proper-
ties [11,12]. 

It is the purpose of this article, to report the micro-
structural, structural, electrical, optical and electro-optical 
properties according to the stoichiometric formula of lan-
thanum doped PLMN-XPT and PMN-XPT:La with 0.11 ≤ 
x ≤ 0.15. 

2. Experimental Procedure 

The powder was synthesized by the columbite or two- 
stage calcining method [2]. The batch formulae were 

     y 1 3 2 3 31 y1 Pb La Mg Nb O PbTix 
    3Ox   

PLMN-XPT, and 

     1 3 2 3 3 3 3 21 1 PbLa Mg Nb O PbTiO LaOz x x z   

   

N-XPT:La, with y = 0.01. z = 0.01, X = 100 x and 

-
m

PM
0.11 ≤ x ≤ 0.15. The starting materials were lanthanum 
oxide, La2O3 (Aldrich, >99% purity), niobium oxide, 
Nb2O5 (Alfa Aesar 99.9% purity), magnesium carbonate 
hydroxide pentahydrate, (MgCO3)4·Mg(OH)2·5H2O (Al-
drich 99% purity), lead oxide, PbO (MGK 99%) and ti-
tanium oxide, TiO2 (Alfa Aesar, 99.8% purity) powders. 
The (MgCO3)4·Mg(OH)2·5H2O was carried up to 1100˚C, 
for 4 h, to drive off CO2 and H2O and obtain the correct 
amount of MgO for a stoichiometric reaction with Nb2O5. 
In the first stage, MgO and Nb2O5 powders were ball- 
milled and prereacted at 1100˚C for 4 h, in air, to form 
the columbite phase (MgNb2O6). In the second stage, the 
synthesized MgNb2O6 (MN) was ball-milled in isopro-
panol, for 24 h, with appropriate amounts of PbO, TiO2 
and La2O3 and heated at 900˚C, for 4 h, in oxygen at-
mosphere, at a controlled pressure of 200 kPa. The cal-
cined powders were pressed into pellets 10 mm in di-
ameter and 10 mm in thickness with the addition of an 
appropriate amount of polyvinyl alcohol (PVA) binder. 
The pellets were sintered in hot uniaxial pressing in O2 
atmosphere followed for 4 h at 1220˚C, and 6 MPa. 

The phases and the structural parameters were deter
ined by X-ray diffraction (XRD) using a Rigaku dif-

fractometer, with CuKα radiation. The lattice parameters 
were calculated by least squares from the positions of the 
diffraction peaks. Apparent densities were determined by 
the Archimedes method. The microstructural features of 
the samples were investigated by scanning electron mi-
croscopy (SEM), using a Jeol JSM 5800 LV. The grain 
sizes were calculated from the SEM images of the pol-
ished thermally etched surfaces by the linear-intercept 
method. For dielectric measurement, gold electrodes were 

deposited on both faces of the disk samples (5 mm di-
ameter and ~1.0 mm thick). The relative permittivity, ɛ 
was measured by impedance analysis (HP4194A). The 
transmittance was measured in a spectrophotometer (Mi-
cronal-B582), at wavelengths ranging from 200 to 1000 
nm for optically polished samples, 600 µm thick. The 
method used in the electro-optical characterization, de-
termination of the Pockels and Kerr coefficients, is based 
in the Senarmont configuration illustrated in the Figure 1 
[13]. The birefringence medium (sample) is located be-
tween two linear polarizer’s, P1 and P2, where the P2 po-
larizer is known as analyzer, whit polarizer axis forming 
angles of ±45˚ in relation to principal axis of the sample, 
this definite by the electric-field direction applied. Be-
tween the sample and the analyzer is located a 4  plate 
used to compensation the effects caused by t atural 
birefringence of the medium. Then the analyzer is posi-
tioned in the angle β that optimizes the relation between 
the birefringence and the applied electric-field. In the 
Equation (1) is presented the relation between birefrin-
gence and electric-field for medium with linear and quad-
ratic electro-optic response. 

he n

   31 2n E   n rE RE           (1) 

where  the birefringence induced for the ele

3. Results and Discussion 

T and PMN-XPT:La at 

∆n is ctric-field 
E, n is the natural birefringence of the medium, r and R 
are the Pockels and Kerr electro-optic coefficients, re-
spectively. 

The relative density of PLMN-XP
different PT concentration are greater than 96% of the 
theoretical density as can be seen in Figure 2, which is 
especially suitable for electronic industry application [14]. 
The relative density of the two system exhibits the ten-
dency to decrease when PT concentration is increased. 
This can be attributed the loss of PbO (control atmos-
phere of PbO was not used in this work) [15]. As well 
can be seen the relative densities of PLMN-XPT ceram-
ics is greater for all PT concentrations when compared 
with PMN-XPT:La. This possibly associated with the less 
occupation of La3+ in Pb2+ sites, implying in the appear-
ance of vacancies in the A and B sites in different quanti-
ties [16] (La3+ atoms are lighter than Pb2+ atoms, and 
PMN-XPT:La have major number of La atoms). 

 

 

Figure 1. Illustration of the experimental Senarmont method 
for characterization of the transversal electro-optical effect. 
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Figure 2. Variation of relative density as a function of PT 

 
The variation of density  considered as relating to 

m

of PLMN-XPT and PMN-XPT:La 
ce

variation of grain size with the increase of PT con-
ce

 with different 
co

ur

nction of T curves 
ca

concentration of the PLMN-XPT and PMN-XPT:La ceram-
ics with 0.11 ≤ x ≤ 0.15. 

is
ass loss induced by evaporation of PbO or to variation 

of temperature of densification relating to the increase of 
PT, this changes the grain size, porosity could appear which 
decreases the relative density of ceramics. However the 
slight decrease of relative density of PLMN-XPT and 
PMN-XPT:La ceramics can be attributed to the variation 
of microstructure and to evaporation of lead at elevated 
sintering temperatures. 

The high densification 
ramics is further confirmed by SEM observation, which 

is shown in Figure 3. All ceramics exhibited similar mi-
crostructure as can be seen in the micrograph of polished 
and thermally attacked surface of PLMN-13PT (shown 
here). 

The 
ntration is shown in Figure 4. An increase in PT con-

centration resulted in a decrease in grain size and a cor-
responding slight decrease in density [17]. The grain size 
in PMN-XPT:La is lesser for all concentration when com-
pared to PLMN-XPT because the major quantities of La3+ 
resulted in reduction of grain size as observed by Kim et 
al. in La3+ doped PMN-PT ceramics [18]. 

The XRD patterns of sintered ceramics
mpositions are presented in Figure 5, where a com-

plete perovskite structure (JCPDS 391488) is formed and 
the pyrochlore or other second phases were not detected. 

The permittivity (real, ɛ' and imaginary, ɛ") was meas-
ed at various temperatures in the frequency range 1 

kHz - 1MHz. In the Figure 6 can be seen a typical ex-
amples of measurements realized in this work. All the 
samples exhibit typical relaxor behavior [19,20], with the 
magnitude of ɛ' decreasing with increasing frequency, 
and the maximum permittivity real, ɛ'max shifting to 
higher temperatures, as shown in the PLMN-12PT ce-
ramics (Figure 6). The data of all ceramic analyzed in 
this work can be seen in the Table 1. 

Variations in the shape of ɛ' in fu
n be also directly related to the diffuseness coefficient, 

 

Figure 3. SEM image of surfaces polished and thermally 
attacked of PLMN-13PT ceramic. 

 

 

Figure 4. Grain size in function of PT concentration of the 
PLMN-XPT and PMN-XPT:La ceramics with 0.11 ≤ x ≤ 0.15. 

 

 

Figure 5. XRD patterns of PLMN-XPT and PMN  
ceramics with 0.11 ≤ x ≤ 0.15. 

-XPT:La
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Figure 6. Permittivity real, ɛ' and permittivity imaginary, 
ɛ" at various frequencies in function of temperature for 

La with 0.11 ≤ x ≤ 0.15 at 1 kHz. 

Tmax (K) Δ 

PLMN-XPT and PMN-XPT:La ceramics with 0.11 ≤ x ≤ 0.15. 
 

Table 1. Dielectric properties of PLMN-XPT and PMN-XPT: 

Ceramic ɛ'max 

P  2  1  LMN-11PT 7,000 293 .66

PLMN-12PT 26,800 300 1.65 

PLMN-13PT 25,200 305 1.63 

PLMN-14PT 29,000 308 1.53 

PLMN-15PT 28,000 317 1.55 

PMN-11PT:La 25,000 297 1.62 

PMN-12PT:La 24,700 299 1.62 

PMN-13PT:La 25,100 308 1.62 

PMN-14PT:La 23,000 318 1.60 

PMN-15PT:La 30,000 319 1.52 

 
 from δ in culated the San n 

 coefficients as a function of PT concentration 
an

Table 1, cal tos Eiras equatio
[21], which for relaxors ref the level of disorder in 
term of the diffusivity of the ɛ'max. As can be deduced 
from Table 1, the value of ɛ'max for PMN-XPT:La3+ are 
smaller that PLMN-XPT, inferring that lanthanum addi-
tions result in the reduction in ɛ'max, while increasing the 
degree of ordering, as observed for Kim et al. [18]. 

The transmission spectrum as a function of wavelength 
(200 nm - 1100 nm) of PLMN-XPT and PMN-XP

lect 

T:La 
ceramics with 0.11 ≤ x ≤ 0.15 and 630 µm thickness is 
presented in Figure 7. For both of these stoichiometries 
formula the percentage of transmitted light begins to rise 
abruptly at just below 380 nm and then increases only 
gradually with wavelength about 500 nm. This gradual 
increase in transmittance continues into the near IR at 
least through 1100 nm without any noticeable absorption 
band being observed. This is similar to what was observed 
for most crystals with oxygen-octahedral perovskites struc-
ture [22-24]. From the transmission characterization, we 
can see that the optical absorption is very small at higher 

wavelength range. In general, optical transmission relates 
to reflection loss and scattering loss. Using the refractive 
indices measured by Mchenry et al. [12], e by the Fresnel 
expression, the reflection loss of the light at two surfaces 
was calculated about 20%. Beyond of reflection loss is 
observed loss by scattering which can be attributed the 
dispersion by ferroelectrics domain (spontaneous bire-
fringence), increases in the porosity (by loss of PbO) and 
precipitation of spurious phases. In general the addition 
of PT increase the transmittance both the PLMN-XPT 
and PMN-XPT:La, nevertheless exist a concentration op-
timal of PT in 14%. As previously mentioned the increase 
of content of PT promotes the densification of the sam-
ples, favoring the transmittance, though the sample with 
PMN-XPT:La present less transmission in comparison with 
the PLMN-XPT in function of wavelength. This effect is 
attributed the replacement of lanthanum ions in the sites 
of the lead, that increased the number of vacancies re-
ducing the density and consequently affecting the trans-
mittance. 

In the Table 2 can be seen the values for the electro- 
optic Kerr

d stoichiometric formula, which were determined un- 
der frequency of 200 Hz, at room temperature. The val- 
ues of electro-optical coefficients here obtained are simi- 
lar the reported in literature for La doped PMN-PT ce- 

 

 

Figure 7. Percent transmission as a function of wavelength 
for optically polished PLMN-XPT and PMN-XPT:La with

 of PLMN-XPT and 
lculated under fre-

R ( 10  m /V ) 

 
0.11 ≤ x ≤ 0.15 and 630 µm thickness. 

 
Table 2. Electro-optical coefficient, R
PMN-XPT:La with 0.11 ≤ x  0.15 ca ≤
quency of 200 Hz. 

Ceramic × −16 2 2

PL  8.MN-11PT 0 

PL  14.MN-12PT 1 

PLMN-13PT 23.7 

PLMN-14PT 10.1 

PLMN-15PT 10.3 

PMN-11PT:La 7.1 

PMN-12PT:La 10.3 

PMN-13PT:La 13.0 

PMN-14PT:La 9.2 

PMN-15PT:La 6.1 

Copyright © 2012 SciRes.                                                                                  OPJ 



F. A. LONDOÑO  ET  AL. 161

ramics [ eater to commercial PLZT ceramics
[26]. Th cients of the PLMN T ceramics 

ined in this study showed high dense
 microstructure, independent of the 
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ABSTRACT 
Using the laser controlled thermocracking method, research results for the new technology of optical grids and scales 
manufacturing are given in this paper. The opportunity of grids and scales manufacturing is shown for a wide range of 
the sizes, scale’s pitches and its width: From 10 nanometers up to 10 microns with a backlight in various optical ranges. 
 
Keywords: Laser Controlled Thermocracking; Microcrack; Grids and Scales; Disperse System; Luminescent 

Compounds 

1. Introduction 
In the manufacture of many optical devices, one of the most 
important process steps is grids and scales making on this 
devices. Grid and scale are used to make the sampling, mea- 
surement and also for pointing the device at the subject. 

Most of the grids and scales are applied for the parallel 
sided plate’s surface, which are predominantly placed in 
the focal plane of the oculars of the optical system [1]. 

Depending on the tolerances for linear and angular 
dimensions, grids are subdivided into three categories: 
• Rough grids: Where the tolerance of the linear sizes is 

more than 100 microns and angular one are more than 
5 minutes; 

• Normal grids: Where the tolerance of the linear sizes 
is in the range from 10 to 100 um and angular one are 
in the 1 - 5 minutes range; 

• Precise grids: Where the tolerance of the linear sizes 
is in the range from 1 to 10 um and angular one are in 
the 1 - 60 seconds range. 

Conventionally, there are two fundamentally different 
application methods of grids making, which are chosen 
depending on the configuration of the line and the re- 
quired class of accuracy. One of that is the method of 
division, and other photolithography method. 

The method of division includes two types: 
1) Line making by a diamond cutter directly on the 

glass surface (mechanical method). It is used in the 
manufacture of grids with width from 0.5 up to 10 um. 

2) Grid making is by scribing of protective layer that 
cover the glass surface with its following etching (glaz- 
ing of the protective layer). This method allows obtaining 

of lines with a 10 - 20 um. 
Photolithography allows get a complex drawings with 

high accuracy of size, but that is technologically compli- 
cated. The minimum width of the lines, which can be ob- 
tained by this way, is 3 um [1]. 

Recently laser controlled thermocracking (LCT) method 
has got a wide application for the precise cutting of brit- 
tle non-metallic materials [2,3]. 

2. The Use of the LCT 
The formation of separating cracks occurs due to the ten- 
sion stress arising as a result of a material surface heating 
by a laser radiation with following cooling of the heating 
zone by a coolant. The crack is formed in the material 
because of the impact of tension stresses where the cut- 
ting depth can be tuned from several microns up to through 
cut. Using air-water aerosol as a coolant during a cutting 
process, this crack can be visually observed in about the 
3 - 10 mm distance after the water jet stream (Figure 1), 
from the place of that forming. Then the microcrack is 
closed because of stresses arising in the volume of mate- 
rial in the moment of microcrack formation. The micro- 
crack is fully interlocked because of the edge of one does 
not have any defects and that becomes visually invisible. 
Therefore, the use of such microcracks as optical lines 
and grids is not possible. In addition, when cutting of ma- 
terials by microcrack (pre-cut) it creates difficulties in 
following braking of the workpiece into the separate 
parts which often leads to the yield decreasing. 

The task of lines and grids making for optical instru- 
ments has been successfully solved using LCT method 
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for the quartz glass [4]. In this case, due to the presence 
of residual thermostress along the cutting line, the micro- 
crack closing is not happened. Varying the relative parame- 
ters of the LCT process, namely the feed rate of relative 
movement and the density of the laser radiation power, it 
is possible to control the microcrack with strictly defined 
geometrical parameters as width and depth. The tunable 
range of these parameters is very wide. For instance, when 
reducing the feed rate of relative movement during LCT 
process from 50 mm/sec down to 10 mm/sec, the width 
of microcracks is practically linearly increases from 0.5 
to 8 um (Figure 2). 

During R & D of the LCT method with using of differ- 
ent mixed compounds for the coolant the fundamentally 
new application method has been developed for grids and 
scales making for surfaces of optical parts [5]. This method 
carries the formation of microcrack in the glass surface with 
the width and depth, and it also carries filling the micro- 
crack by various compounds for its visualization, and it 
also carries the control of optical and geometric parame- 
ters of this microcrack. 

To obtain a visible cutting line (microcrack) with the 
specified width and depth it is necessary to use a coolant 
with the two-level dispersion consisting from a dispersion 
air environment and the two-phase compound of disperse 
phase. Thereby the first dispersed phase includes water 
drops and the second disperse phase includes the colloid 
compound or solid microparticles. 

In addition, for microcracks visualization, cooling of the 
cutting line can be realized with the coolant in the form 
of a disperse system containing particles of different col- 
ors in the dispersed phase or with the injection in the 
composition of the disperse phase using disperse coloring 
agents with different colors or colored solutions. 

The line making process by LCT method is as follows 
(Figure 1). When local heating of glass workpiece 1 by 
laser elliptical beam 2 is focused through spherical and 
cylindrical lenses 3 compression stresses is created in the 
material surface layer, which do not exceed the strength 
of the material and does not lead to its damage. Follow- 
ing sharp cooling of the heating zone by the coolant 5 
sprayed into a heating zone by nozzle 4 leads to transform- 
ing of compression stresses to tensile stresses, which ex- 
ceed the strength of the glass and lead microcrack creat- 
ing in the glass surface 6. Solid particles of the dispersed 
phase that are in the composition of the coolant put in the 
microcrack when nozzle spraying and that particles are 
fixed inside microcrack then preventing its collapse (clos- 
ing or growing together). 

For instance, the special dispersed suspension was used 
as a coolant, where the dispersive environment was the air- 
water mixture and the disperse phase was a water disper-
sion of silica where the average SiO2 particle size was about 
10 nm. When you move the sample glass with a 250 mm/s 

feed rate, the laser beam is pre-cut with 120 microns mi-
crocrack depth, thus the width of one was 2 microns. 

Using phosphor solutions in the disperse phase, the mi- 
crocrack will be illuminated as a glowing line (Figure 
3(a)) if to backlight transversely and it will be dark black 
line (Figure 3(b)) if to backlight in longitudinal manner. 
Crack depths were gotten by LCT method with a range 
from tens to several hundreds of micrometers. The width 
of that may be varied from tens of nanometers (when using 
concentrated colloidal solutions) and to tens of micrometers 
(when using solid fine-dispersed powders). 

 

 
Figure 1. Scheme is the microcrack formation in the glass: 
1—A glass workpiece; 2—The laser beam; 3—Focusing lens; 
4—Water jet; 5—Coolant; 6—Microcrack. 

 

 
Figure 2. The dependence of the line’s (microcrack) width δ 
from the feed rate V when LCT method. 

 

  
              (a)                       (b) 

Figure 3. Microcrack view is with backlight (a) and without 
backlight (b). 
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Figure 4 shows results of microcrack geometrical pa-
rameters measurements filled by a phosphor that was 
measured on the tunnel microscope Supra 50 VP LEO. 

The main advantage of developed technology in that 
the production of grid lines is the single technological 
cycle, i.e. following etching and line painting is not re-
quired (as for the mechanical method) and there are no 
complex technological processes (as for the photolithogra-
phy). The speed of the line making is a few hundred mil-
limeters per second. 

An important advantage of this method is that practically 
any material can be put into the microcrack (in the form 
of fine particles) with required optical properties, without 
worrying about the presence or absence of adhesion to a 
glass. 

For some of optical devices, in particular, night vision 
devices, one of the main requirements is to ensure the 
visibility of the grid lines on a dark background. The part 
of light is scattered on the glass surface and smallest de-
fects (if it there are) at the common backlight. It gives a 
common light background that confuses the outlook. In 

 

 

 
Figure 4. Results are measurements of geometrical parame-
ters of microcrack filled by a phosphor. Measuring equip-
ment is the tunnel microscope Supra 50 VP LEO. 

these cases an effective solution is luminescent lines mak-
ing, which lets be highlighted by ultraviolet light that is 
invisible for the human eye (Figure 5(a)). Manufacturing 
of such lines by traditional methods is difficult because 
not all of phosphors have a good adhesion to a glass. Us-
ing the LCT method, this kind of the problem doesn’t 
arise. Various phosphors (including organic) can be suc-
cessfully used with the possibility of obtaining different 
lines colors and backlight in the different spectral range 
(Figure 5(b)). Varying by phosphor concentration in the 
coolant, it gives lines with a different intensity of the glow. 
The width of the grid lines is only a few hundredths of a 
micron but they are clearly visible as clear luminous lines, 
both as in case of magnification and with the naked eye. 

It should be noted that the described method for opti-
cal line application is not limited for continuous lines. 
Figure 6 shows photos of the dash line (a) and dash 
quintuple-dot line (b) that was obtained by the LCT method. 
It is available to make many kinds of linetypes depending 
on the request. 

3. Conclusions 
The new high-effective method allows to obtain optical 
tags: Line, mark, risk, grid, etc. with the set of geome-
trical parameters that impossible to get using conven-
tional technologies. 

In addition, the described method [5] provides the pos-
sibility to make wiring in the glass (for instance) filling 

 

 
(a) 

 
(b) 

Figure 5. Luminous lines of blue (a) and different colors (b). 
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(a) 

 
(b) 

Figure 6. The dash line (a) and dash quintuple-dot line (b) 
photos obtained by the LCT method. 

 
the microcrack by metal current-conducting nanopowders 
and it provides to get glowing grooves using luminescent 
compounds. It can be widely used in the building market, 

for some new generation devices and products. 
The fulfilled complex of works in fundamental and ap-

plied research of the LCT method shows the competitive-
ness of the Russian scientific school in the field of high 
technologies. 

Many researches in this paper were done in accordance 
with the Government Decree of the Russian Federation 
No. 218, dated 9 April, 2010, on the basis of a Contract 
13. G25. 31.0020 between the Ministry of Education and 
Science of the Russian Federation and JSC “MZ ‘Sap-
phire’” in creation of hi-tech production manufacturing. 
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ABSTRACT 

Numerical simulation of diode-pumped Q-switched Nd:YAG laser leading to the generation of eye-safe signal in singly 
resonant Intra-cavity Optical Parametric Oscillator (IOPO) is presented. Starting from rate equations, the time depend-
ent laser equations have been solved numerically, whereas the space-dependent OPO equations analytically. Our results 
show that 1.4 J diode laser (810 nm) pulse with 200 µsec width, delivers 30 mJ Nd:YAG laser (1064 nm) pulse with 5 
n-second width. This Nd:YAG laser further generates 9 mJ eye safe signal (1570 nm) pulse with 2.5 n-second width. 
 
Keywords: Simulation; Diode Laser; Q-Switched Nd:YAG Laser; Eye-Safe Laser; Signal; Idler; IOPO; Rate Equations; 

Out-Put Power; KTP Non-Linear Crystal; Pump Beam Waist 

1. Introduction 

Compact nanosecond pulsed lasers operating in eye-safe 
wavelength region (1500 - 1600 nm) are of great interest 
in many applications such as laser radar, active imaging 
and remote sensing [1,2]. The conventional methods for 
the generation of eye-safe lasers are based upon solid- 
state lasers with Er3+ or Cr4+ doped media [3-6] and the 
Raman lasers pumped by Nd doped lasers [7-10]. An-
other promising approach for high-peak power eye-safe 
source is based upon optical parametric oscillator (OPO). 
The OPO has been extensively studied and developed ever 
since its demonstration in 1965. The main difference be-
tween Extra-cavity OPO (EOPO) and Intra-cavity OPO 
(IOPO) is that in IOPO, the OPO cavity is designed to be 
inside the cavity of the pump laser. The IOPO serves as a 
nonlinear cavity dumper to extract the energy stored in 
the intra-cavity optical field [11,12]. In recent years, 
KTP-IOPO pumped by passively Q-switched diode- 
pumped Nd-doped lasers has been investigated experi-
mentally and high-energy pulses with mJ range energy 
have been obtained. The conversion efficiency of the 
optimized Q-switched pulse energy at 1047 nm (Nd:YLF) 
to 1547 nm signal approached by about 47% [13]. How-
ever, the signal pulse energy is restricted mainly due to 
initial transmission of saturable absorber. The first KTP- 
based IOPO driven by a diode-pumped electro-optical 
Q-switched Nd:YAG laser was realized by Jin Feng et al. 
15 mJ energy output at 1.57 μm wavelength with 7 ns 

duration at 20 Hz was demonstrated [14]. The schematic 
is shown in Figure 1 [15]. 

In this paper we simulate the diode-pumped Q-switched 
Nd:YAG laser generating eye-safe laser signal in IOPO 
environment. In the next section Diode-pumped Q- 
switched Nd:YAG laser is simulated. 

2. Simulation of Diode-Pumped Q-Switched 
Pulsed Nd:YAG Laser 

Taking into account the losses of pump into signal and 
idler radiation in the nonlinear crystal (KTP), the rate 
equations for the Q-switched Nd:YAG laser in IOPO [16] 
have been modified for diode-pumped regime and de-
scribed as: 

loss

d

d
p r

p

l
c N

t L


      

          (1) 

d
.

d
  p

N
c N

t
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Figure 1. Schematic diagram of Intra-cavity optical para-
metric oscillator. *Corresponding author. 
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With 
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are the total losses inside the laser cavity and OPO cavity 
with  
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     


  and .  opo con1  

Here, p  is the pump photon density, N is the popu-
lation inversion, c is the speed of light,   is the stimu-
lated emission cross section of the laser medium. R1 and 
R2 represent the reflectivities of Nd:YAG cavity mirror. 

Also, tot Nd:YAG EOM GP KTP , is the total 
transmission in the laser cavity. The Nd:YAG power/ 
energy is converted into signal and idler power/energy 
through nonlinear interaction in KTP and represents the 
conversion efficiency of the Nd:YAG pump density into 
signal and idler. The scheme is such that idler signal is 
dumped inside the IOPO. Also, lr is the length of the Nd: 
YAG rod and  is the optical length of the laser cavity. 
The relation between the photon flux intensity Im, the 
photon density m

T T T T T   

L

 , and the complex electric field  
(in the nonlinear crystal) is expressed as: 

E

 m m
m

m

hc
I

n

 
                 (3) 

2

0
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2
 
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The reduction of above equations to photon density 
equation as: 

2
201

,
2

m
m

m

n
E

h





 

m              (5) 

where h is the Plank’s constant, ε0 is the permittivity of 
free space, nm is the refractive index at wavelength λm (m = 
p, s, i, corresponding to the secondary pump, signal and 
idler wavelengths), and ωm = 2 πνm is the radiation fre-
quency. 

Equations (1) and (2) are temporal equations and have 
been numerically simulated. The results are given in Fig-
ure 1. The photon density forms a pulse with width of the 
order of few nanoseconds. The threshold population and 
energy are given as: 

lossth
r

L
N

c l





                (6) 

2.


 th
th

p

N hc L
E


a              (7) 

The estimated values for Nth and Eth are 1.06 × 1017 
cm–3 and 1.5 mJ respectively and more than [16] for lamp 

pumping. The main reason is that the Nd:YAG rod is 
transversally pumped by diode laser, which is more effi-
cient than lamp pumping. The primary pumping pulse 
width is of the order of upper level’s life time of Nd:YAG 
laser. It has been fixed at 200 µsec in the simulation. The 
dynamics of sudden decrease in population from its maxi-
mum initial value, Ni (2.06 × 1018 cm–3), to the minimal 
value and emergence of Nd:YAG laser pulse simultane-
ously is represented in Figure 2. 

In the next section, the simulated photon density of 
Nd:YAG laser will be transformed into secondary pump 
energy for eye-safe signal generation. 

3. Eye-Safe Laser Pulse Generation in IOPO 

It is convenient to define secondary pump photon energy 
(Nd:YAG) as 

  2

0

1
,

2np pE E t              (8) 

where Ep(t) is the pump electric field as is described in 
Equation (5) and is related to photon density. The evolu-
tion of the pump, signal and idler fields during multiple 
round trips in the IOPO resonator has also been simulated. 
Nonlinear interaction in the KTP crystal, mirror losses 
including absorption losses in the crystal have been in-
corporated in the simulation. Assuming uniform plane 
waves interaction and perfect phase matching, we neglect 
the diffraction effects. The coupled equations for the pa-
rametric interaction along the x-crystallographic axis are: 
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Figure 2. Nd:YAG laser photon density (in solid line) and 
population inversion (in dashed line) vs. time. 
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It should be noted that all the fields in the Equations 
(9)-(12) are real. The initial phases of the signal and idler 
fields are not imposed by the interaction, so we suppose 
that they adjust themselves to maximize the energy trans-
fer from the pump to signal and idler fields. For non-critical 
phase matching, θ = 90˚, it means there is no angle tun-
ing. In order to solve above coupled wave equations, we 
assume that pump field Ep remains constant in entire cav-
ity length. Consequently, analytical solution of the above 
coupled wave equations for signal is given as: 

     , 0, cosh s x
s sE x t E t e t x .       (13) 

where 

   2
round KTP s i s pt N a k k g E t           (14) 

is the parametric gain co-efficient in cm–1 is the parametric 
gain co-efficient in cm–1. Here, 

 
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,i s

i s i s

k
n


  

is the response of the idler (signal) to the nonlinear crys-
tal KTP and sg  is the signal spatial mode coupling co-
efficient and is defined as: 
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Here ws and wp are signal and pump beam waist, re-
spectively. Nround is the number of round-trips for the gain, 
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 It contains threshold gain similar 

to Equation (6) of [17]. It is worthwhile to mention here 
that wp impacts the overlap between the pump and signal 
and determines the intra-cavity pump intensity. Further-
more, the steady state signal spot size sw is also associ-
ated with pw as follows [17]: 

2 2
6 2π
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s s

s

w
w w

L 
 

    
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with is the optical length of the IOPO cavity and given 
as .p  We numerically solve Equa-
tion (16) for a fix pump beam waist value and find out 
that root of polynomial equation in ws around that fix 
value of wp. The signal develops after some round trips in 
IOPO cavity and a time-delay 

L  
   KTP1L L n l   

  Nd:YAG Nd:YAG1 ,d pt l n T c    

and we assume that the signal electric field at the IOPO 
boundary is 

  2
KDP KDP0, 0, .s d p dE t a l E t          (17) 

Thus the expression for the signal energy is written as, 

    2

iopo 0 iopo

1
, ,

2ns sE L t E L t .       (18) 

The constants/symbols along with values used in the 
simulation are provided in appendix. The parameters are 
either fixed or simulated. First, we simulate the primary 
pump source of the Nd:YAG laser and estimate the pump-
ing rate. This pumping rate estimates initial population, 
Ni, used in initial conditions for the solution of the dif-
ferential Equations (1) and (2). Numerical simulation is 
performed to investigate the population as well as the 
photon density of Nd:YAG pulsed laser. Another impor-
tant simulated parameter is secondary pump beam quality 
as it determines the signal’s beam quality. We fix the sec-
ondary pump beam waist and simulate the signal beam 
spot size and then follow the algorithm. 

In the next section, the simulation results will be dis-
cussed briefly. 

4. Results and Discussions 

The results of Equations (8) and (18) are shown in Fig-
ure 3. It is quite evident that a 30 mJ Nd:YAG laser 
pulse with 5 n-second width generates a 9 mJ eye-safe 
signal pulse with 2.5 n-second width. The signal pulse 
emerges after a time delay commensurate with distance 
between mirrors M1 and M3. 

The secondary pump beam waist is a vital design pa-
rameter. The slight change in its value will drastically 
affect its signal’s counterpart as is evident in Figure 4. 
To prove this point, we increase its value from 500 µm to 

 

  

Figure 3. Secondary pump (solid) and signal energy (dashed) 
vs time for a) 0.05 cm (left) and b) 0.052 cm (right) pump 
beam waist. 

 

  

Figure 4. Variation of the signal spot size (left) and corre-
sponding energy (right) with secondary pump beam waist. 
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520 μm, the peak energy of the signal decreases from 9 
to 4 mJ. This sensitivity of the signal spot size and cor-
responding peak energy with the secondary pump beam 
waist is highlighted and shown in Figure 4. 

It is quite obvious from the above figure that the signal 
spot size has a linear relationship with pump beam waist 

and 1.s

p

w

w
 It has been observed that the signal spatial 

mode coupling coefficient slightly increases with the 
pump beam waist but remains less than 0.68. However, 
the increase in secondary pump beam waist decreases the 
number of round trip for the gain. Consequently, the signal 
energy drops sharply and this trend goes on. Hence, there 
should be no compromise on pump beam quality. Finally, 
a comparison among the reference and simulated results 
are provided in Table 1. 

5. Conclusion 

Eye-safe laser has been simulated in IOPO environment 
in two steps. In first step, diode laser has been used as a 
primary pump source for the generation of 1064 nm 
Nd:YAG laser and in second step, Nd:YAG laser has 
been used as a secondary pump source for the generation 
of 1573 nm eye-safe laser signal. It has been shown that 
the eye-safe laser signal emerges after a time delay of the 
order of few n-seconds. The simulation results are in 
fairly good agreement with the referred work [15,16]. 
The pump beam waist is a vital design parameter. It de-
scribes the pump beam intensity. Here, it also dictates 
eye-safe signal pulse energy. The simulation gives rea-
sonable results for diode laser energy less than 2 J as a 
primary pump source. For larger values, the secondary 
pump-to-signal energy ratio increases and one has to re- 
fix the parameters. 

 
Table 1. A comparison of the simulated and referred re-
sults. 

S. No. Referred Results Simulated Results 

1 
Diode pump λ = 808 nm 

[15-17] 
Diode pump λ = 810 nm 

2 
Diode Peak Power: 15 KW

[15] 
Diode Peak Power: 14 KW

3 Nd:YAG λ = 1064 nm [15-17] Nd:YAG λ = 1064 nm 

4 
Nd:YAG energy/pulse: 33 mJ 

(Figure 2 of [16]) 
Nd:YAG energy/pulse: 30 mJ

5 
Signal λ = 1570 nm  

[15,16] 
Signal λ = 1573 nm 

6 
Signal Peak Power: 9.1 MW 

[15] 
Signal Peak Power: 9.0 MW

7 
Signal Pulse width: 3.48 n-sec 

[15] 
Signal Pulse width 2.5 n-sec
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Appendix 

Constants and Symbols 

Diode pumping inputs. 

ηr Laser diode irradiative efficiency 50 [%] 

ηt Pump transfer efficiency 80 [%] 

ηa Absorption efficiency of the diode laser 90 [%] 

ηp1 Primary pumping efficiency ηp1 = ηr × ηt × ηa 36 [%] 

Pp Pumping peak power of diode laser 14 KW 

 
Nd:YAG inputs. 

R1 Reflectivity of M1 (Nd:YAG transmission) 99.7 [%] 

R2 Reflectivity of M2 (Eye-safe transmission) 99.3 [%] 

l Nd:YAG Laser rod length 7.5 [cm] 

lNd:YAG Nd:YAG (only) laser cavity length 87.5 [cm] 

aKD*P Diameter of electro-optical Q-switch (Pockels cell) 0.055 [cm] 

lKD*P Length of electro-optical Q-switch (Pockels cell) 1.2 [cm] 

a Diameter of Nd:YAG rod in cm 0.05 [cm] 

L Optical length of the Nd:YAG cavity 91.122 [cm] 

ηlsr Laser efficiency 2.5 [%] 

L Laser cavity Length 90 [cm] 

τ1 Lower laser level life time 120 × 10–9 [sec] 

τ2 Upper laser level life time 230 × 10–6 [sec] 

 
IOPO inputs 

deff Effective nonlinear coefficient 7 × 10–10 [cm/V] 

aktp Diameter of KTP crystal 0.04 [cm] 

lktp KTP crystal length 1.5 [cm] 

liopo Length of IOPO (only) 2.5 [cm] 

ηcon Conversion efficiency of secondary pump into signal 0.90 [%] 

τRL Round trip time in IOPO resonator 6.05 × 10–9 [sec] 

τRP Round trip time in IOPO cavity, τRP = (2 (liopo + (ns – 1) lktp))/c 0.21 × 10–9 [sec] 

Ac Area of the out-put coupler M1 & M2 0.5 [cm2] 

np Refractive index at secondary pump wavelength 1.748 - 

ns Refractive index at signal wavelength 1.5 - 

ni Refractive index at idler wavelength 1.5 - 

TEOM Transmission of electro-optical modulator 96 [%] 

TNd:YAG Transmission of Nd:YAG 96 [%] 

TGP Transmission of polarizer 86 [%] 

TKTP Transmission of KTP crystal 98 [%] 

R3 Reflectivity of M3 for eye-safe signal 100 [%] 

λi Idler wavelength 3.3 × 10–4 [cm] 

αi Attenuation coefficient of idler in KTP  0.4 [cm–1] 

αs Attenuation coefficient of signal in KTP 0.007 [cm–1] 
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ABSTRACT 

We first analyze the sech-shaped soliton solutions, either spatial or temporal of the 1D-Schrödinger equation with a 
cubic nonlinearity. Afterwards, these solutions are generalized to the 2D-Schrödinger equation in the same configuration 
and new soliton solutions are obtained. It is shown that working with dimensionless equations makes easy this generalization. 
The impact of solitons on modern technology is then stressed. 
 
Keywords: Soliton; Schrödinger Equation; Cubic Nonlinearity 

1. Introduction 

The one dimensional Schrödinger equation with a cubic 
nonlinearity has been known for a long time as well as its 
analytical solutions in terms of sech-shaped functions.Till 
recently, the situation was different for the two dimensional 
Schrödinger equation that we shall discuss here. 

Using general equations, we start with the spatial 
and temporal sech-shaped soliton solutions of the 1D- 
Schrödinger equation with a cubic nonlinearity and it is 
shown that working with dimensionless equations leads 
to further types of solitons. Then, the same process with 
gene-ral and dimensionless equations is applied to the 
2D-nonlinear Schrödinger equation which has sech-shaped 
soliton solutions generalizing 1D-solitons. Finally, because 
the nonlinear Schrödinger equation is a universal model that 
describes many physical non linear systems, the importance 
of solitons in modern technology is stressed. Nonlinear 
Schrödinger equations in (3D) and in cylindrical coordinates 
are succinctly discussed in Section 4. 

2. One Dimensional Sech-Shaped Solitons 

2.1. General Equations 

The one-dimensional, cubic, nonlinear Schrödinger Equation 
[1] intervenes in different physical settings to describe 
wave propagation in fluids, plasmas… nonlinear optics 
[2-6] in one of the three forms (c is the light velocity, k 
the wave number of propagating waves,  is a positive 
dimensionless parameter characterizing the medium in 
which this propagation takes place). 

     22, 1 2 , ,z xi x z k x z k x z       

     22, , , 0    z ti t z t z k t z       0       (1b) 

     22, 1 2 , ,t xi c x t k x t k x t     0       (1c) 

It is known to be one of the simplest partial differential 
equations with complete integrability, admetting in particular 
Nth order solitons as solutions and called spatial and 
temporal when they are solutions of (1a) or (1b). Changing 
the sign of the last term on the left hand side of Equations 
(1a)-(1c) gives a second set of cubic nonlinear Schrödinger 
equations with quasi periodic but no soliton sech-shaped 
solutions. 

It is easy to prove that the first order soliton solution of 
Equation (1a) with amplitude A is [6] 

     0, exp sech x z A i z x x         (2) 

with 
2

0 2 , 1k A x kA           (2a) 

Indeed: 

   
   

2

2 2
0

, ,

2 1 2 sech ,

zi x z k x z

k A x x x z

   

 

 

   
(3a) 

while 

 
   

2

2 2
0 0

1 2 ,

1 2 1 2 sech ,

xk x z

k x x x x z





 

    
   (3b) 

  2 2
02  1 2 sech ,k A x x x z         (3c) 

Substituting (3a) and (3c) into (1a) proves the result 
and, changing z, k into ct, k in (2) gives the first order 0  (1a) 
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soliton solution of Equation (1c) while the solution of (1b) 
is [6] easy to check 

     2
0 0, 1 exp 2 secht z t i z t t t    0   (4) 

These solutions have the remarkable feature that their 
profile does not evolve during propagation. 

2.2. Dimensionless Equations 

Using the dimensionless coordinates  = kz, 2kx  , 
 = kct the Equations (1a) and (1c) take the simple form 
(5a) and (5c) 

22 0i                       (5a) 

22 0z ti                      (5b) 

22 0i                       (5c) 

while the Equation (5b) is obtained with [7] 0z z  , 

0t t  , 2
0 0t z , 0z  . 

But, there exist more general expressions of the first 
order solitons for instance, for the Equation (5c) rewritten 
with the coordinates x, z, t, we have 

   
 

2 2
1

2

, 2 exp

sech 2

x t A iBx i A B t C

Ax Abt C

      
  


   (6) 

in which A, B, C1, C2 are arbitrary real constant with in 
particular [7] 

     
 

1 2 2

1 2

, 2 exp 2 4

sech

x t ivx i v

x vt

  



   
   

t
  (6a) 

Similarly, with Equation (5a) also rewritten with x, z, 
we get as solution in which β is a dimension-less parameter 

     
 

1 2 2

1 2

, 2 exp 2 4

sech

x z i x i

x z

     

 

   
   

z
  (7) 

The higher order soliton solutions have more intricate 
expressions [8] and their profile is no more constant, the 
solutions being rather periodic than stationary. The profile 
of a N = 2 soliton is pictured in [3]. 

The Equation (5b) has the simple solution [6] 

       , 2 exp sech 2q iq q q        0 , 

but, the comparison of (5b) and (5c) shows that changing 
x, t,  into , ,  in (6a) gives another solution of (5b) 

     
 

1 2 2

1 2

, 2 exp 2 4

sech

i i

t

        

 

   
   


 (8) 

where to avoid confusion  has ben used instead of v. 

3. Two Dimensional Sech-Shaped Solitons 

3.1. General Equations 

The situation is somewhat different for the two dimensional 
cubic nonlinear Schrödinger equations (cylindrical coor- 
dinates are used in (9b)) 

 
   

 

2 2

2

, ;

1 2 , ; , ;

, ; 0

z

x y

i x y z

k x y z x y z

k x y z



 

  



     

 

    (9a) 

   
   22

1 , ;

, ; , ; 0

r

t

i r r t

r t r t

  

      

  

   
       (9b) 

 
   

 

2 2

2

, ;

1 2 , ; , ;

, ; 0

t

x y

i c x y t

k x y t x y t

k x y t



 

  



     

 

    (9c) 

They where devoted to some domains, mainly hydro- 
dynamics and mechanics [9-11] till that recently nonli- 
nearities became an important topic, specially in optics and 
photonics, with as consequence to boost works on the 
analysis of Equations (9). 

We prove here that Equation (9a) have soliton-shaped 
solutions generalizing (2) 

     0, ; exp sech 0x y z A i z x x y y    (10) 

with 

2 2 2 2
0 02, 1  k A x i y k A2        (10a) 

We first have 

   
   

2

2 2
0 0

, ; , ;

2 1 2sech , ;

zi x y z k x y z

k A x x y y x y z

   

 

 

    
 (11a) 

and according to (3b) together with the second relation 
(10a) 

   

   
 

2 2

2 2 2
0 0 0 0

1 2 , ; , ;

1 2 1 1 1 2sech

, ;

x yk x y z x y z

k x y x x y y

x y z

 



    
      



 (11b) 

  2 2
0 02 1 2 sech , ;k A x x y y x y z        (11c) 

Substituting (11a) and (11c) into (9a) achieves the proof. 
Changing z, k into ct, −k in (10) gives the soliton-shaped 
solution  , ;x y t  of Equation (9c). 

3.2. Dimensionless Equations 

The two dimensional generalization of Equation (5c), that 
is (9c) with dimensionless coordinates, is 
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 
     22 2

 , ;

, ; , ; 0

t

x y

i x y t

x y t x y t



   



     
  (12) 

We look for the solutions of this equation in the form 

   
   

2, ; exp 2 2 4x y

x y

x y t iv x iv y i v t

r x v t s y v t

 



     
     

 (13) 

in which 2 2 2
x yv v v   while , r, s are real parameters 

and, to symplify we write exp(.) the exponential factor. 
Then, a simple calculation gives 

   
 
 

2

2 2 2

2 2 2

4 exp .

4 exp .

4 exp .

t t

x x x x x

y y y y y

i v i

v iv

v iv

   

   

  

    

        
        

y

   (14) 

Substituting (13) into (12) gives the equation satisfied 
by  with    0t x x y yi iv iv      

 2 2 3 0x y                 (15) 

and we look for the solutions of (15) in the form 

    , ; sech xx y t r x v t s y v t          (16) 

in which , r, s are real parameters to be determined. 
Writing to simplify  cosh .  , we get 

   3 2cosh . 1 cosh .     2        (17) 

and 

   
   

2

2 2 2

 sinh . cosh .

cosh . 1 2 cosh .

x

x

r

r

 

 

  

    
      (18a) 

   2 2 2cosh . 1 2 cosh .y s            (18b) 

substituting (17) and (18a,b) into (15) gives 

   

     

2 2

2 2 2

cosh . 1 cosh .

cosh . 1 2 cosh . 0r s

  



   
     

  (19) 

implying 
2 2 2, 2r s                 (19a) 

so that the solution (16) becomes with r s     

       1 2
, ; 2 sech r x s yx y t a x v t a y v t      

 
 

(20) 

to be compared with (6a). 
Similarly the two dimensional generalization of (5a), 

that is (9a) with dimensionless coordinates, is 

     

 

2 2

2

, ; , ; , ;

, ; 0

z x yi x y z x y z x y z

x y z

  

  

    

 



2

   (21) 

with the solutions in which 22 2
1     and 1 2     

 
  

 


 

1 2 2
1 2

1 1 2 2

, ;

2 exp 2 2 4

sech

x y z

i x i y i z

x z y z



     

   

     
     

 (22) 

We are left with Equation (9b). Then, using the 
dimensionless coordinates 0r r  , 0t t  , 2

0 0t r , 

0r   in which  and r0 positive. we get 

 

   22

1 , ;

, ; , , 0

i  



    

         

    

  
     (23) 

We look for the solution of this equation in the form 

   , ; exp i if                  (24) 

with  f   satisfying the equation 

 1 0f k k               (24a) 

Substituting (24) into (23) and taking into account 
(24a) give 

     2 0k     3          (25) 

with the solution [7] 

    1 2
2 sechk k v          (25a) 

while the solution of (24a) is 

    2f k               (26) 

substituting (25a) and (26) into (24) we get finally 

     
 

1 2
, ; 2 exp  2

sech

k i i k

k v

      

 

    
   

    (27) 

in which v is an arbitrary real parameter. It does not seem 
that the sech-shaped soliton (27) is known. But, substituting 
the dimensionless coordinate 0z z   to   into (27) 
gives the sech-shaped pulse 

     
 

1 2
, ; 2 exp exp

sech

k i i k

k v

      

 

     
   


 (28) 

4. Two Generalizations 

4.1. 3D-Schrödinger Equation 

Using the index 1, 2,3j   for the dimensionless coordi- 
nates x,y,z together with the sum-mation convention on 
the repeated indices and  , , x y zx , the tridimensional 
cubic nonlinear Schrödinger equation is 

     2
, , ,j

t ji t t t     0     x x x   (29) 
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We look for the solution of this equation in the form 
 2j

jv v v

     2, exp 2j j
jt iv x i v t x v       x j j t (30) 

the exponential term is written exp(.) to simplify and a 
simple calculation gives 

   
 

2

2

4 exp .

4 exp .

t t

j j
j j

i v i

v iv

   
j

j  

    

          
  (31) 

Since , substituting (31) into (30) 
gives the equation satisfied by  

  0j
t jv    

3 0j
j                   (32) 

We look for its solutions in the form with the real 
parameters , j  to be determined 

 sech j
j jx v t     


          (33) 

and writing 1/cosh(.) for sech j
j jx v t  

 
, we get 

 3 2sh . 1 cosh  2co .           (34a) 

and    2sinh . cosh . implyingj
j     

   2 2cosh . 1 2 cosh .j
j             (34b) 

Substituting (34) into (32) gives 

   
   

2 2

2

cosh . 1 cosh .

cosh . 1 2 cosh . 0

  



  
   

2




      (35) 

implying 
2 2, 2                 (36) 

which achieves to determine (33) and consequently the 
solution (30) of the three dimensional cubic nonlinear 
Schrödinger equation 

4.2. Schrödinger Equation in Cylindrical  
Coordinates 

Using the dimensionless coordinates r, θ, , the Schrödinger 
equation with a cubic non linelarity is  

  , , ;r t     

2
0ti                    (37) 

 2 2 1 sin sin 1 sinr rr r r2 2 2
             (37a) 

For fields that do not depend on , , this equation 
reduces to 

       22, 2 , ,t r ri r t r r t r t          0  (38) 

and assuming    , 1 ,r t r r t  , we get 
2 2 2 2 31 1 , 1 2 2r r r r rr r r r

so that 

 2 2 1r rr r 2
r                (40) 

and Equation (38) becomes 
22 2 0t ri r                  (41) 

We look for the solutions of this equation in the form 

    2, exp 2 4r t ivr i v t r vt         (42) 

and a simple calculation gives, exp(.) representing the 
exponential term. 

   
 
  

2

2 2 2

4 exp .

2 exp .

4 exp .

t t

r r

r r

i v i

iv

v iv

   

  

r  

    

   

       

   (43) 

Substituting (42) into (41) and taking into account (43), 
we get since   0t rv      

2 2 0r r    3             (44) 

We look for the solutions of this equation in the form 
with the real parameters β,  to be de-termined 

 cosh r vt              (45) 

Writing  cosh . ,  sinh .  for hyperbolic functions, a 
simple calculation gives 

   
     

2

2 2 2 3

sinh . cosh . ,

1 cosh . 2sinh . cosh .

r

r

 

 

  

     
  (46) 

Substituting (45) and (46) into (44) gives 

   
   

2 3

3 2 2

1/ cosh . 2 cosh .

cosh . cosh . 0r



 

  
  

     (47) 

that is 

   2 3 2 2 21 2 cosh . 1 cosh . 0r          (48) 

We consider an asymptotic approximation of this 
equation for 0r   with 0r r r    so that to the 
order  0r0 2  Equation (48) becomes 

   2 3 2 2 2
01 2 cosh . 1 cosh . 0r          (48a) 

with the solution 2  ,  0 02 0 2r r      
which achieves to determine the spherical solution of the 
cubic nonlinear Schrödinger equation. 

5. Conclusions 

The nonlinear Schrödinger equation describes physical 
processes in which nonlinearity and dispersion cancel 
giving birth to solitons. This equation [9-11] can be applied 
to hydrodynamics (rogue waves), nonlinear optics (optical 

r                (39) solitons in Kerr media), nonlinear aoustics (blood circu- 
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lation), quantum condensates (Bose-Einstein), heath 
waves… All these processes lead to the generation of 
solitons along pulse propagation: An example is supplied 
by the optical solitons that travel without distortion 
justifying their importance [12-15] for laser pulse pro- 
pagation in optical fibers. 

Two dimensional solitons present a great interest since 
they propagate in lattices [16,17] as well as surface waves 
[18-21]. Some works were recently devoted to the 2D- 
optical solitons [22,23] and the sech-shaped solutions 
(20), (21) of Equations (9a) and (9c) are a particular case 
of the spatial temporal solutions discussed in [23]. 

No doubt that some of the 2D sech-shaped solitons 
discussed here will find practical applications in a near 
future. 
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ABSTRACT 

We study the propagation of N-soliton bound state in a triangular gradient refractive index waveguide with nonlocal 
nonlinearity. The study is based on the direct numerical solutions of the model and subsequent eigenvalues evolution of 
the corresponding Zakharov-Shabat spectral problem. In the waveguide with local nonlinearity, the velocity of a single 
soliton is found to be symmetric around zero and therefore the soliton oscillates periodically inside the waveguide. If 
the nonlocality is presence in the medium, the periodic motion of soliton is destroyed due to the soliton experiences 
additional positive acceleration induced by the nonlocality. In the waveguide with the same strength of nonlocality, a 
higher amplitude soliton experiences higher nonlocality effects, i.e. larger acceleration. Based on this soliton behavior 
we predict the break up of N-soliton bound state into their single-soliton constituents. We notice that the splitting proc-
ess does not affect the amplitude of each soliton component. 
 
Keywords: N-Soliton Bound State; GRIN Waveguide; Nonlocal Nonlinearity; Conserved Implicit Crank-Nicolson 

Method; Inverse Scattering Technique 

1. Introduction 

The propagation of optical beam in a homogenous Kerr 
medium is described by the nonlinear Schrodinger (NLS) 
equation which has a soliton solution. Spatial solitons are 
self-trapped light beams in which the diffraction is ba- 
lanced by the self-focusing induced by nonlinearity. In a 
homogeneous Kerr medium with local nonlinearity, a sin-
gle soliton propagates with a constant velocity. The ve-
locity of soliton is disturbed as it propagates in an inho-
mogeneous refractive index medium, i.e., a medium with 
a transverse gradient refractive index (GRIN) distribution, 
see e.g. [1,2]. If the nonlinear response of medium is 
nonlocal then it may significantly affect the properties of 
soliton [3]. For example, a uniform medium with positive 
nonlocal nonlinearity may induce a self-bending soliton 
[4-6]. It has been shown that a nonlocality increases the 
soliton acceleration. In a medium with the same strength 
of nonlocality, a higher amplitude soliton experiences much 
larger nonlocality effects than the lower one and there-
fore a soliton with higher amplitude will propagate with 
larger acceleration than that with lower amplitude, see 
e.g. [7,8]. 

It is known that the NLS equation has N-soliton bound 
state solution. Such a bound state contains N single soli- 

tons which have different amplitudes but they travel to- 
gether with the same speed. During the propagation N- 
soliton bound state undergoes periodic oscillations in 
shape with individual solitons remaining localized. It is 
noticed that N-soliton bound state has no binding energy 
and therefore under suitable perturbations the N-soliton 
bound state can break up into their soliton constituents 
[9]. The break up of spatial N-soliton bound state can be 
induced e.g. by reflection at material interface [10], re- 
fractive index variation [11,12], interaction with periodic 
lattice [13,14], combination of two- and three-photon 
absorption [15], linear loss [16], and defect layer [17]. In 
this paper we study the break up of N-soliton bound state 
in a triangular GRIN waveguide with nonlocal nonlinear- 
ity. The study is based on the direct numerical solutions 
of the modified nonlinear Schrödinger (m-NLS) equation 
as well as the evolution of discrete eigenvalues of the 
corresponding Zakharov-Shabat spectral problem. For that 
purposes in Section 2 we review the beam propagation 
equation in non-homogeneous medium with nonlocal 
nonlinearity as well as the inverse scattering theory. Then 
we study in Section 3 the propagation of a single soliton 
in a triangular waveguide. It is shown that when a single 
soliton is launched in a triangular waveguide then it ex- 
periences transverse acceleration which depends on the 
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strength of nonlocality as well as on its amplitude. Using 
these propagation properties in Section 4 we study the 
break up of N-soliton bound state into multiple single soli- 
ton. Finally conclusion will be given in the last section. 

2. Basic Equation and Inverse Scattering 
Technique 

We consider the evolution of beam propagating along the 
z axis in a slab waveguide with inhomogeneous linear 
refractive index in a transverse direction and first-order 
nonlocal contribution to nonlinear respond. Such beam 
propagation is described by the normalized modified 
nonlinear Schrödinger (m-NLS) equation, see [18]: 


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contributions of linear refractive index inhomogeneity 
and nonlocality. Function  and parameter  n x   denote 
the profile of GRIN distribution and the strength of the 
nonlocal component of nonlinear response, respectively. 
The GRIN distribution in this paper is considered to have 
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where  is the total width of the waveguide and 02b n

0

 
is the maximum index variation. Notice that the wave- 
guide is symmetric where its center is located at x . 
In the absence of inhomogeneity and nonlocality, i.e. 

0 0 n  , Equation (1) is known as the NLS equation. 
The NLS equation is integrable by the inverse scattering 
technique (IST) [19]. In this approach, the NLSE is asso-
ciated with the Zakharov-Shabat eigenvalue problem 
(ZSEP), 
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where u is the beam envelope which acts as potential 
function and superscript * denotes the complex conjugate. 
If the linear z-evolution of the auxiliary spectral function 

 1 2,     is given then the NLS equation can be re- 
solved from the compatibility condition   zx xz . The 
continuous spectrum of ZSEP corresponds to waves that 

are radiated away; whereas a number of discrete eigen- 
values   2, 1, 2, ,   j j ji j   N  corresponds to N 
soliton. Here  j  and j  define the velocity and the 
amplitude of the j-th soliton, respectively [20]. One of 
particular N-soliton is obtained if we consider an initial 
scattering potential 

 ,0u x 0 0ech N q x x 0sq .        (4) 

Satsuma and Yajima [21] showed that ZSEP (3) with 
initial potential (4) has eigenvalues which are purely 
imaginary 

0

1
2 N , 1, 2, ,

2
      
 

j jiq iq j j N .  (5) 

This solution is called an N-soliton bound state or 
higher-order soliton because it contains N single soliton 
components which propagate together and always remain 
localized in x (the transversal velocity of each single soli-
ton is zero, i.e. 0, j j ). 

In the absence of perturbations (e.g. linear refractive 
index variation and nonlocality) to the NLS equation, the 
ZSEP is iso-spectral (all eigenvalues are constant). In other 
words, the soliton content of a given input remains con- 
stant. In the presence of perturbations, the soliton eigen- 
values are no longer z-invariant and the m-NLSE is not 
integrable and therefore the IST cannot be applied. How- 
ever the ZSEP provide a powerful tool which enables us 
to monitor the dynamics of the discrete eigenvalues, i.e. 
the parameters of each individual soliton. In this case, 
when analyzing a certain potential (beam shape) at a dis- 
tance z, the obtained discrete eigenvalues gives informa- 
tion about the soliton as if it would further propagate in 
an unperturbed medium. As long as the perturbations are 
small, the ZSEP holds likewise in the perturbed medium. 
In this paper, the soliton eigenvalues of the ZSEP will be 
determined numerically using procedure given in [22]. 
For this purpose, the potential  at distance z is 
obtained by solving the m-NLS equation using the con-
served implicit Crank-Nicolson scheme [23]. 

 ,u x z 

3. Propagation of a Single Soliton 

We begin with the propagation of a single soliton in a 
triangular GRIN waveguide by considering an input beam 
as in Equation (4) with N = 1, 0  and initial position 
at 

1q

0x x
0.1

. First we use waveguide parameters to be 

0 n , 5b , 0 2.5 x  and some values of  . 
Figures 1(a)-(c) show the evolution of beam envelope 
for μ = 0, 0.01, 0.02 respectively. The corresponding ei- 
genvalue evolutions are depicted in Figures 1(d)-(f) 
(imaginary parts/ ) and Figures 1(g)-(i) (real parts/ ). 
It is shown that during the evolution, the imaginary part 
of eigenvalue ( ) in all three cases is almost constant; 
indicating that the change of soliton amplitude during its 

Copyright © 2012 SciRes.                                                                                  OPJ 



I. DARTI  ET  AL. 

Copyright © 2012 SciRes.                                                                                  OPJ 

180 

 

 

Figure 1. Propagation of a soliton with amplitude 0 1q   and initial position 0 2.5x  

0.0,

 in a triangular GRIN waveguide 

with  5 . The first row shows the evolution of beam envelope for (a) 0 0.1,n  b    (b) 0.01,  and (c) 0.02 . 

Dynamics evolution of the corresponding eigenvalue is shown in the second and third rows for the imaginary part and the 
real part of eigenvalue, respectively. 

 
propagation is small. However, the real part of the ei-
genvalue ( ) is certainly not invariant. If the nonlinear-
ity of medium is local (


0.0 

0.01

) then the real part of 
eigenvalue ( ) is a symmetric function around zero. This 
behavior shows that during the propagation the soliton 
oscillates symmetrically around the center of waveguide. 
In the medium with 



 , the changing of   is faster 
and bigger; meaning that the soliton experiences a larger 
acceleration. Nevertheless the soliton still oscillates but 
asymmetrically about the waveguide center. The effect of 
nonlocality is more pronounced if we further increase the 
nonlocality. Indeed, by taking 0.02 , we see that the 
soliton propagates with much larger acceleration such 
that  does not oscillate anymore. Here  is always 
negative which means that the soliton always experiences 
positive velocity. It can be said that the waveguide does 
not support the oscillating soliton. Instead, the soliton is 
forced to exit the waveguide. Outside the waveguide, i.e. 
when  the soliton propagates with a constant 
acceleration (or linear velocity). We remark that the ei-
genvalues evolution perfectly matched with the equivalent 
particle approach in [8]. 

 

 n x 0

Next we study the effect of soliton amplitude on its 
propagation in nonlocal triangular GRIN waveguide with 

0 , ,0.1 n 5b 0.01  and 0  by varying 

0 , see Figure 2. In Figure 2(a) we show the propaga- 
tion of soliton with 0 . It is noticed that in this 
case the waveguide width is narrower than the soliton 
width and the index variation is sufficiently large. Con- 
sequently, part of soliton which is inside the waveguide 

will move faster to the wave center while another part 
remains outside the waveguide. Therefore the soliton is 
distorted and emits some radiation during its propagation. 
However it is clearly seen that the main part still oscil- 
lates in the waveguide. Such radiation is also described 
by the evolution of imaginary part of its eigenvalue (

2.5 x
q

0.q 5

 ); 
see Figure 2(d). Here the value of   decreases which 
means that the soliton amplitude is getting smaller due to 
emitting radiation. The oscillation of the main part of beam 
is clearly seen from the real part of its eigenvalue ( ); 
see Figure 2(g). We notice that the soliton in this case is 
not a single entity and therefore the equivalent particle 
approach presented in [8] cannot be applied. Figures 
2(b)-(c) show that if we increase the soliton amplitude 
and therefore the soliton width is comparable to the 
width of waveguide then we hardly observe radiation 
during its propagation. This fact can also be seen from 
Figures 2(e)-(f) which show that each real part of its 
eigenvalue is practically speaking constant. However, we 
observed from Figures 2(h)-(i) that different amplitude 
soliton experiences different velocity. As mentioned in pre-
vious paragraph, the transversal velocity ( ) of soliton with 
amplitude 0


1q  oscillates around zero and therefore the 

soliton also oscillates around the waveguide center. In the 
case of larger amplitude ( 0 ), the soliton experi- 
ences much larger acceleration such that the transversal 
velocity is always positive (or  is always negative). 
Therefore the soliton always moves to the right and exit 
from the waveguide. This behavior is in accordance with the 
prediction of equivalent particle theory given in [8]. 

1.5q


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Figure 2. Propagation of a soliton with initial position 0 2.5x    in a nonlocal triangular GRIN waveguide with 0 0.1n  , 

 and 5b  0.1 . The first row shows the evolution of beam envelope for (a)  (b)  and (c) . 

Dynamics evolution of the corresponding eigenvalue is shown in the second and third rows for the imaginary part and the 
real part of eigenvalue, respectively. 

0 0.5q  0 1q  0 1.5q 

 

4. Break up of N-Soliton Bound State 

We continue with the dynamics of the beam evolution when 
the input contains several single solitons. As discussed in 
previous section, different strength of nonlocality causes 
different transversal velocity of soliton. Moreover, in the 
waveguide with the same strength of nonlocality, a single 
soliton with different amplitude also experiences differ- 
ent velocity (– ). Hence, if the input beam is N-soliton 
bound state which consists of several single soliton with 
different amplitude then the bound state will certainly be 
destroyed because each soliton component experience dif- 
ferent velocity. In other words the bound N-soliton bound 
state will break up when it propagates in a triangular 
GRIN waveguide with nonlocal nonlinearity. To illustrate 
the break up we perform several numerical experiments 
using initial condition given by Equation (4) with N = 2. 
The waveguide parameters are 0  and 



0.1 n 5b . In 
Figure 3 we show some numerical results using 0 0.75q  
and 0  for three different values of 2.5 x  . Notice 
that the input beam initially consists of two single soli- 
tons of amplitude 1 0.75  and 2 2.25  with zero 
velocity. It is seen from Figure 3 that during the evo- 
lution in the waveguide with 0 , 0.001  and 

0.005 , each imaginary part of eigenvalues ( ) which 
corresponds to the amplitude of single solitons is rela- 
tively constant. This fact shows that the break up process 
almost does not affect the soliton amplitude. But each 

real part of eigenvalues changes immediately after the 
bound state enters the waveguide. The break up process 
can be considered as an interaction of two single solitons 
moving with different velocity. Due to this interaction, 
the velocity of each soliton certainly differs from that of 
a single soliton propagating alone. In the waveguide with 
local nonlinearity ( 0 ), after bound state breaks up 
into two solitons, each soliton constituent oscillates in the 
waveguide with different period. Since they have differ- 
ent oscillation period, a collision of the two solitons will 
certainly be predicted. The collision forces the smaller 
soliton ( 1 0.75 ) to exit the waveguide and then con- 
tinue to propagate in the left side of waveguide with con- 
stant velocity. The higher soliton ( 2 2.25 ) in this case 
remains oscillating inside the waveguide. We further ob- 
serve in Figure 3 that the increasing strength of nonlo- 
cality (  ) leads to much larger velocity of soliton with 
higher amplitude ( 2 2.25 ) and therefore speeds up the 
splitting process of bound soliton. As a result, the higher 
amplitude soliton ( 2 2.25 ) exits and propagates to the 
right part of the waveguide while the lower amplitude 
soliton ( 1 0.75 ) oscillates inside the waveguide. 

To see the effects of amplitude and initial position of 
soliton, we plot some results of numerical simulations 
using the same parameters as in Figure 3 except 0 0.8q  
and three different initial positions; see Figure 4. Since 
N = 2 and 0 0.8q , our initial beam consists of two 
single solitons with amplitude 1 0.8  and 2 2.4  
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Figure 3. Break up of 2-soliton bound state in a triangular GRIN waveguide with , , where the initial position 

of bound state is  and . The first row shows the evolution of beam envelope for (a) 
0 0.1n  = 5b

0 2.5x   0 0.75q  0 , (b) 0.001  

and (c) 0.005 . Dynamics evolution of the corresponding eigenvalue is shown in the second and third rows for the 
imaginary part and the real part of eigenvalue, respectively. 

 

(i) x0 = 2.5 

 

Figure 4. Break up of 2-soliton bound state with  in a triangular GRIN waveguide with ,  and 0 0.8q  0 0.1n  = 5b

0.001 . The first row shows the evolution of beam envelope for three different initial positions, i.e. (a) 0x 2.5  , (b) 

 and (c) . Dynamics evolution of the corresponding eigenvalue is shown in the second and third rows for the 

imaginary part and the real part of eigenvalue, respectively. 
0x   0x  

 
respectively, see Equations (3) and (4). Using 0 0.75q  
and 0  with the same initial position, we observe 
that these two cases give the same qualitative break up 
process of N-soliton bound state; see Figures 3(b), (e) 

and (h) and Figures 4(a), (d) and (g). Here the lower 
soliton oscillates inside the waveguide while the higher 
soliton exits from the waveguide. However, detail obser- 
vation shows that soliton with amplitude 

0.8q

2 2.4  has 
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larger velocity or acceleration (see Figures 4(a)-(g)) than 
that with amplitude 2 2.25  (see Figures 3(b)-(h)). 
This is caused by the fact that the higher amplitude soli-
ton experiences larger nonlocality effect. If the initial 
position of bound state is shifted to the waveguide center, 
i.e. at 0  we see that the break up process is also 
qualitatively the same as if the bound state is initially 
placed at 0 . But the break up process of bound 
state with initial position 0  is slower than that with 

0 . Different splitting process is obtained if the 
initially position of bound state is at , see Fig-
ure 4(c). Although the higher soliton ( 2

0x

x

2.5

2.5 
0x

 x

0 2.5x
2.4 ) experi-

ences larger velocity but it does not exit the triangular 
GRIN waveguide. In this case both solitons oscillate in-
side the waveguide with different period and therefore 
they experience consecutive collisions. We see that the 
consecutive collisions of two solitons is almost periodi-
cally and there is no soliton moving out from the 
waveguide until the propagation distance z = 200. This 
behavior can be seen clearly from the evolution of beam 
envelope in Figure 4(c) as well as from the velocity (– ) 
in Figure 4(i). 

5. Conclusion 

We have investigated numerically the splitting of N-soliton 
bound state in a waveguide with nonlocal nonlinearity 
where the linear refractive index has a triangular profile. 
The splitting of N-soliton bound state is caused by the 
fact that each soliton components of the bound state ex- 
periences different acceleration induced by both refract- 
tive index variation and nonlocal nonlinearity. It is also 
found that the splitting process of the N-soliton bound 
state does not affect the amplitude of all single soliton 
components. 
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ABSTRACT 

SiO2/Al2O3 double dielectric stack layer was deposited on the surface of the GaN-based Light-Emitting Diode (LED). 
The double dielectric stack layer enhances both the electrical characteristics and the optical output power of the LED 
because the first Al2O3 layer plays a role of effectively passivating the p-GaN surface and the second lower index SiO2 
layer increases the critical angle of the light emitted from the LED surface. In addition, the effect of the Fresnel reflec-
tion is also responsible for the enhancement in output power of the double dielectric passivated LED. The leakage cur-
rent of the LED passivated with Al2O3 layer was –3.46 × 10–11 A at –5 V, at least two and three orders lower in magni-
tude compared to that passivated with SiO2 layer (–7.14 × 10–9 A) and that of non-passivated LED (–1.9 × 10–8 A), re-
spectively, which indicates that the Al2O3 layer is very effective in passivating the exposed GaN surface after dry etch 
and hence reduces nonradiative recombination as well as reabsorption of the emitted light near the etched surface. 
 
Keywords: GaN; Light-Emitting Diode (LED); Al2O3; PEALD; Passivation; Double Dielectric Stack Layer 

1. Introduction 

The III-nitrides are suitable materials for photoelectronic 
applications covering most of the electromagnetic spec- 
trum due to their wide range of direct bandgap energy. 
Light emitting diodes (LEDs) are promising semicon- 
ductor devices for solid state lighting. Due to a remark- 
able development in LED fabrication technologies, the 
LEDs are now being commercialized in various applica- 
tions such as traffic signals, full-color displays, back 
lighting in liquid-crystal displays, and so on [1]. However, 
further improvement in output power with long life time 
is still required for the GaN-based LED to be more effi-
ciently used in such a field. The increase of the external 
quantum efficiency (ηEQE), which can be determined 
from the product of injection efficiency (ηinj) × radiative 
efficiency (ηrad) × extraction efficiency (ηext), is the most 
important factor in achieving a high efficiency LED. ηinj 
and ηrad can be increased by improving the crystal quality 
and optimizing the epitaxial layer structure which maxi- 
mizes the radiative recombination in active region. Sur- 
face passivation with appropriate dielectric layers is also 
necessary to avoid non-radiative recombination for high 
ηrad [2]. Special techniques such as control of surface 
roughness [3-5], preparation of patterned sapphire substrate 

(PSS) [6,7], application of flip-chip bonding [8-10], 
adaption of laser lift-off process [11], and formation of 
photonic crystal structure [12] are frequently used to im-
prove ηext, which can be increased by increasing the criti-
cal angle for the emitted light through an appropriate 
modification of the surface of the LED [13,14]. 
Anti-reflection (AR) coating of dielectric layers is fre-
quently used to reduce the Fresnel reflection at the semi-
con- ductor-air interface in communication LEDs. 

In this work, we report, in more detail, the develop- 
ment of passivation technique for the GaN-based LEDs 
by using double dielectric stack layer design is not opti-
mized for the maximum anti-reflectivity. 

2. Device Fabrication 

Figure 1(a) shows the schematic LED configuration in-
vestigated in this work. The layer structure was grown on 
the patterned sapphire substrate (PSS) by metal-organic 
chemical vapor deposition (MOCVD). The blue LED 
structure contains low temperature grown GaN buffer 
layer, un-doped GaN layer, Si doped n-GaN layer, In-
GaN/GaN multi-quantum well active layer and Mg doped 
p-GaN cladding layer. The composition and thickness of 
InGaN/GaN multi-quantum well active layer was opti-  
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(b) 

Figure 1. The schematic of the LED configuration investi-
gated in this work (a); and the fabrication of the 430 μm × 
430 μm size real LED chip (b). 

 
mized for emission wavelength of ~460 nm. Figure 1(b) 
shows the fabricated LED chip with size of 430 μm × 
430 μm. 

The window for n-electrode was first defined by dry 
etching and a transparent electrode consisting of Ni/Au 
(50 Å/50 Å) was deposited on p-GaN layer, which was 
followed by rapid thermal annealing at 500˚C (at N2/O2 
ambient) for ohmic contact between the transparent elec-
trode and p-GaN top layer. Thick Ti/Au bonding pads with 
thickness of 300 Å/4000 Å was then deposited. The dou-
ble dielectric stack layer, which consists of 5 nm-thick 
Al2O3 layer [15] deposited by plasma-enhanced atomic 
layer deposition (PEALD) and 50 nm-thick SiO2 layer 
deposited by plasma-enhanced chemical vapor deposition 
(PECVD), was sequentially deposited on the surface of 
the LED to complete the fabrication process. The PEALD 
method has the advantages such as an excellent uniform-
ity, a high quality film density, a controllability of atom 
level thickness and the perfect surface step coverage for 
the LED structure due to the self-limiting deposition char-
acteristic. A gas phase reaction can be suppressed among 
the injected reactant. Therefore, a thin film layer is formed 
by a saturated surface reaction therefore the low tempera-
ture deposition is possible. In addition, to evaluate the in-
terface trap density between SiO2 or Al2O3 layer and p-GaN 
layer, the MOS capacitors with anode pattern of 300 µm 
diameter and virtual ground contact [16] were also fabri-

cated. For comparison, three different LEDs were also 
prepared; 5 nm-thick single Al2O3-passivated, 50-nm thick 
single SiO2-passivated, and non-passivated LED. 

3. Optimization of Double Dielectric  
Stack Layer 

To maximize the optical output power, the refractive index 
and the thickness of a dielectric layer, were estimated 
from the concept based on the Fresnel reflection for the 
antireflection. The Fresnel reflection at the interface can 
be reduced to zero, assuming normal incidence, when an 
anti-reflective dielectric layer is inserted between air and 
semiconductor, which has the following relations: 

AR S ARefranctive index : n n n         (1) 

and 

0

AR

thickness
4 4n


               (2) 

where nAR is a refractive index of anti-reflection layer, 
nS is a refractive index of semiconductor, nA is a refrac-
tive index of air, and λ is wavelength, respectively. The 
estimated refractive index and the thickness of an anti- 
refraction layer is 1.55 and ~70 nm, respectively, when 
the semiconductor is GaN and the emission wavelength λ 
is 460 nm. To obtain nAR of 1.55 with double dielectric 
stack layer, such as Al2O3 (refractive index of 1.77)/SiO2 
(refractive index of 1.46) investigated in this work, the 
thickness ratio between two dielectric layers is approxi-
mately 7(SiO2):3(Al2O3), which approximately corre-
sponds to the SiO2 thickness of 50 nm and the Al2O3 thick-
ness of 20 nm. However, the 5 nm-thick Al2O3 layer was 
used for the double layer in this work, instead of the cal-
culated value of 20 nm because the reverse current char-
acteristics of the Al2O3-passivated LED become rapidly 
degraded as the thickness increases as shown in Figure 
2(a) (the leakage current of the 5 and 20 nm thick Al2O3 
passivated layer were –3.46 × 10–11 A and the 2.21 × 10–8 
A at –5 V, respectively). 

The degradation in reverse characteristics is believed 
to be due to the time dependent plasma damage, where 
the surface damage increases as the exposure time of the 
LED surface to the plasma increases during the deposi-
tion of dielectric layers. The plasma damage may lead to 
the formation of lattice defects and/or dangling bonds at 
near-surface which results in the degradation in output 
power of LEDs as shown in Figure 2(b) [17,18]. 

The output power of the LED with 20 nm-thick Al2O3 
layer is considerably decreased compared to other LEDs 
with thinner Al2O3 layer. For this reason, the 5 nm-thick 
Al2O3 layer was chosen to minimize the plasma damage. 
Additionally, the 5 nm-thick Al2O3 layer plays a role of 
not only very effective passivation layer of the LED sur- 
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Figure 2. The the leakage current characteristics (a) and the 
output power characteristics (b) of the SiO2 (50 nm)/Al2O3 

(5 nm), SiO2 (50 nm)/Al2O3 (7.5 nm), SiO2 (50 nm)/Al2O3 

(10 nm), and SiO2 (50 nm)/Al2O3 (20 nm)-passivated LEDs, 
respectively. 

 
face but also partially anti-reflective layer in combination 
with 50 nm-thick SiO2 layer even though the thickness is 
thinner than the calculated value for the anti-reflective 
layer. As a result, the total thickness for the double di-
electric stack layer was optimized as 55 nm to achieve an 
efficient operation of the LED even though the thickness 
is not optimized for the maximum anti-reflectivity. 

4. Results and Discussion 

The linear and semi-log I-V characteristics of all fabri-
cated LEDs are shown in Figures 3(a) and (b). The for-
ward voltages measured at 20 mA were approximately 
3.31, 3.33, 3.39 and 3.39 V for the non-passivated, the 
Al2O3-passivated, the SiO2-passivated, and the SiO2/Al2O3- 
passivated LED, respectively. The forward voltages of the 
Al2O3, the SiO2 and the SiO2/Al2O3-passivated LEDs are 
slightly higher than that of the non-passivated LED. It is 
a little difficult to observe the difference in slopes be-
tween LEDs. To clearly see the difference, we compared 
the I-V curves for only two LEDs in (c) of the figure 
with the non-passivated LED and the SiO2/Al2O3 double 
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Figure 3. The linear and semi-log I-V characteristics for all 
investigated LEDs at forward bias (a) and (b). To clearly 
see the difference, we compared the I-V curves for only two 
LEDs in (b) of the figure with non-passivated LED and the 
SiO2/Al2O3 double dielectric passivated LED. 

 
dielectric passivated LED. It is apparent that the non- 
passivated LED exhibits two characteristic lines, with a 
small slope at relatively low bias (<2.5 V) caused by 
which is equivalent to the surface shunt resistance and 
parasitic diode showing the prematured turn-on [19] as 
described later. On the other hand, the SiO2/Al2O3 double 
dielectric passivated LED shows almost one dominant 
characteristic line with large slope, but the line with small 
slope disappears except at very low bias below ~2.2 V. 
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This explains that the I-V characteristic of the non- 
passivated LED is greatly affected by the existence of 
the shunt components at surface showing a hump in the 
curve, while that of the SiO2/Al2O3 double dielectric pas-
sivated LED is less affected by these shunt components 
due to the effective surface passivation of the SiO2/Al2O3 
double dielectric layer. Therefore, the SiO2/Al2O3 double 
dielectric passivated LED exhibits much more improved 
output power performance due to the decreased non- 
radiative recombination at surface. However, it is no-
ticed that the SiO2 passivated LED exhibits even worse 
I-V characteristic than that of the non-passivated one 
with even further prematured turn-on as shown in the 
figure. This is probably because the GaN surface be-
comes easily damaged when the surface is exposed to the 
plasma during the long deposition time, while the dam-
age becomes minimized for the SiO2/Al2O3 double di-
electric passivation because the first thin Al2O3 layer de-
posited prior to the SiO2 deposition prevents the GaN 
surface from being damaged. The GaN surface can be 
passivated with the deposition of the SiO2 layer, which 
can be resulted in decrease of the effect of the shunt di-
ode at surface. However, the plasma damage introduced 
during the deposition of the SiO2 layer causes another 
surface leakage which is responsible for the worse I-V 
characteristic for the SiO2 passivated LED. The passiva-
tion effect of the 5 nm-thick Al2O3 single dielectric layer 
is not remarkable compared to that of the double dielec-
tric-passivation as shown in the Figure 3(b). This is be-
lieved to be due to the insufficient surface passivation 
caused by nonuniform surface covering of the dielectric 
layer when the dielectric layer is very thin. 

At a higher current level, however, the dielectric pas-
sivated LEDs exhibit larger series resistances than the 
non-passivated LED does as shown in the Figure 4. 

The reason for the increased resistance with dielectric 
passivation can be understood by adopting an equivalent 
circuit model, as shown in Figure 5(a), for the LED in-
vestigated in this work. The model consists of the main 
ideal bulk p-n diode (D1), the contact resistance (RC), the 
bulk series resistance (RSB) mainly due to highly resistive 
p-type layer, the shunt resistance (RSS), and the parasitic 
shunt diode (D2) [19]. The shunt diode (D2) and the shunt 
resistance (RSS) are due to the surface leakage related to 
the surface states. The I-V characteristics of non-passivated 
LED can be inferred, considering all intrinsic and para-
sitic components. The I-V characteristics for D1 (dotted- 
black line) can be degraded due to RSB and RC (dot-
ted-blue line) as shown in Figure 5(b). The curve for D2 
with RSS is also shown as the dotted-green line in the 
figure. Therefore, the observable I-V characteristics for 
the non-passivated LED must be sum of the characteris-
tics of the two diodes, shown as the dotted-red line in the 
figure. 
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Figure 4. The semi-log I-V characteristics for all investigated 
LEDs at high forward bias. 

 

 
(a) 

 
(b) 

 
(c) 

Figure 5. The Equivalent circuit model of the LED investi- 
gated in this work (a); the I-V characteristics of LEDs 
without (b); and with (c) passivation. 
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The I-V characteristics for D1 with RC and RSB do not 
change even after passivation. However, the portion of 
D2 with RSS in the I-V characteristics becomes much re-
duced because the passivation layer greatly decreases the 
surface state density. This means that the effect of D2 and 
RSS on the total diode characteristics becomes less which 
can be visualized as green line in Figure 5(c). Therefore, 
the I-V characteristics for the passivated LED, obtained 
from the sum of the characteristics of the two diodes (the 
broken blue line + the green line), can be drawn as red 
line in the figure, where the slope of the I-V curve is 
smaller than that of the I-V curve before the passivation, 
indicating that the series resistance of the passivated 
LED is larger than that of the non-passivated LED. The 
premature turn-on observed for the passivated LED is 
probably due to the surface leakage, which cannot be fully 
eliminated by the passivation, and/or additional shunt re-
sistance, caused by plasma damage. 

Figure 6 shows the reverse leakage current character-
istics for the fabricated LEDs. As shown in the figure, 
the leakage current of the Al2O3-passivated LED was 
–3.46 × 10–11 A at the –5 V, at least two and three orders 
lower in magnitude compared to that of the SiO2-passi- 
vated LED (–7.14 × 10–9 A) and the non-passivated LED 
(–1.9 × 10–8 A ), respectively. 

This indicates that the Al2O3 layer is very effective in 
passivating the exposed GaN surface after dry etch and 
hence decreases the trap density near the surface, which 
minimizes the leakage current through the surface of the 
LED. The trap density at the GaN surface was obtained 
by estimating the flatband voltage shift of the metal- 
insulator-semiconductor (MIS) capacitors, which depends 
on the polarity and the density of charges in the oxide 
and at the interface [20]. The measured C-V data were 
compared to the theoretical values using the Equation (3) 
below and the flatband voltage shift can be calculated. 

g F I
FB M S

i OX O

E Q QkT N
V ln

2 q n C C


 
       

 
T

X

  (3) 

 

 

Figure 6. The LED with Al2O3 layer exhibits at least two 
and three orders lower in leakage current compared to that 
with SiO2 layer and without dielectric layer, respectively. 

where ΦM is the metal work function, χS is the electron 
affinity of the semiconductor, Eg is the band gap energy, 
k is the Boltzmann constant, T is the temperature, q is the 
elementary charge, N is the doping density, ni is the in-
trinsic carrier concentration, QF is the density of fixed 
charges, QIT is the density of interface trap charges, and 
Cox is the oxide capacitance. The first three terms repre-
sent the ideal flatband valtage and the latter two causes 
the flatband voltage shift which depends on the polarity 
and the density of charges in the oxide and at the inter-
face. The estimated interface trap density obtained from 
the QIT are shown in Table 1. The decreased trap density 
with Al2O3 passivation at the GaN surface leads to de-
crease in nonradiative surface recombination, which in 
turn increases the radiative efficiency and hence the out-
put power from the LED. 

Figure 7 shows the output powers versus currents for 
all LEDs studied in this work, which demonstrates the 
output powers of dielectric-passivated LEDs are higher 
than that of the non-passivated LED. The output power is 
25.8, 26.5, 27.9, and 32.3 for the non-passivated, the 
SiO2-passivated, the Al2O3-passivated, and the Al2O3/ 
SiO2-passivated LED at IF = 100 mA, respectively. 

The reason for the higher output power for the dielec-
tric passivated LED is because an additional transparent 
layer with refractive index n on NiAu/GaN as well as on 
the etched LED surface results in a larger critical angle 
for the emitted light. It is also noticed that the output 
power of the Al2O3-passivated LED is slightly higher than 

 
Table 1. Characteristics of interface charge density in GaN 
MIS structures. 

material value 

Al2O3 2.6 × 1011 eV–1·cm–2 

SiO2 6.2 × 1012 eV–1·cm–2 

 

 

Figure 7. The output power characteristics of the non- 
passivated, the SiO2-passivated, the Al2O3-passivated, and 
the Al2O3/SiO2-passivated LED. The output power of the 
Al2O3/SiO2-passivated LED exhibits about 25% higher than 
that of the non-passivated LED. 
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that of the SiO2-passivated LED, which is unexpected 
and must be discussed, and the double dielectric Al2O3/ 
SiO2-passivated LED exhibits further enhanced output 
power. The output power of the SiO2-passivated LED 
must be higher than that of the Al2O3-passivated LED, 
because the lower index of the SiO2 layer deposited on 
the LED plays a role of increasing the light extraction 
efficiency due to larger critical angle factor as shown in 
Table 2, which is contrary to the result observed in Fig-
ure 7. According to the Snell’s law, the critical angle 
(θcrit) of total internal reflection is given by 

1 2
crit

1

n
sin

n
   

 
 

               (4) 

where n1 and n2 are the refractive indices of the semi-
conductor and air, respectively. 

The reason why the Al2O3-passivated LED exhibits 
higher output power can be explained as follow; the 
Al2O3 layer covers whole surface of the LED, as shown 
in Figure 1, including the side-wall surface near the edge 
of the active quantum well exposed after plasma etching, 
except the n- and p-type contact. This Al2O3 layer effec-
tively passivates the surface of the LED, which not only 
improves the electrical property of the LED by effectively 
reducing surface leakage as described before, but also re-
duces probability of nonradiative recombination through 
the surface trap and increases the radiative recombination 
efficiency in the active quantum well near side-wall edge. 
Furthermore, this passivation layer prevents the reabsorp-
tion of the emitted light near the surface regions. The sur-
face passivation with Al2O3 layer, therefore, leads to in-
crease of overall the external efficiency of the LED, even 
though the extraction efficiency of the Al2O3-passivated 
LED itself is lower than that of the SiO2-passivated LED. 

The output power of the Al2O3-passivated LED can be 
further increased by depositing additional 50 nm-thick SiO2 
layer on the Al2O3 layer to form the SiO2/Al2O3 double 
dielectric stack layer. The output power of the LED with 
the double dielectric stack layer exhibits an output power, 
about 25.4% higher than that of the non-passivated LED 
and 15.6% higher than that of the Al2O3-passivated LED, 
respectively. This remarkable enhancement in output power 
of the LED with double dielectric passivation is because 
the first Al2O3 layer plays a role of effectively passivat-
ing the p-GaN surface and the second lower index SiO2 

 
Table 2. The critical angle calculated of dielectric deposited 
on GaN surface. 

Passivation method Critical angle 

Al2O3 34.4 degrees 

SiO2 43.2 degrees 

No dielectric 24.3 degrees 

layer plays a role of increasing the critical angle of the 
light emitted from the LED surface. In addition, the ef-
fect of the Fresnel reflection are also responsible for this 
enhancement in output power of the double dielectric 
passivated LED. Assuming normal incidence of light, 
the Fresnel power transmittance between GaN and air 
without any dielectric layer is given by 

 

2

GaN air GaN air
2

GaN air GaN air

n n 4n n
T 1 R 1

n n n n

 
       

   (5), 

when thin dielectric layer, SiO2 or Al2O3, is inserted be-
tween GaN and air, the transmittance can be expressed as 
below, neglecting multiple reflections between dielectric 
layers for simple calculation. 

   
2 2

2 2

GaN SiO SiO air

2 2

GaN SiO SiO air

4n n 4n n
T 1 R

n n n n
   

 
,    (6) 

or 

   
2 3 2 3

2 3 2 3

GaN Al O Al O air

2 2

GaN Al O Al O air

4n n 4n n
T 1 R

n n n n
   

 
.   (7) 

Similarly, when double dielectric stack layer, SiO2/ 
Al2O3, is inserted between GaN and air, 

     
2 3 2 3 2 2

22 3 2 3 2

GaN Al O Al O SiO SiO air

2 2

SiO airGaN Al O Al O SiO

4n n 4n n 4n n
T

n nn n n n
  

 
2

 

(8) 

where nGaN, 
2 3Al O , 2SiO , and air  are the refractive 

indices of the GaN, Al2O3, SiO2 and air, respectively. 
The above equations can be formalized as below: 

n n n

 
3 i i 1
i 1 2

i i 1

4n n
T 1 R

n n






   


         (9) 

where i = 1 corresponds to the case without dielectric 
layer, i = 2 corresponds to the case with single dielectric 
layer (SiO2 or Al2O3), and i = 3 corresponds to the case 
with double dielectric layer (SiO2/Al2O3), respectively. 
From the above equation, the Fresnel power transmit-
tances of the LED without a dielectric layer, with SiO2, 
the Al2O3, and Al2O3/SiO2 can be approximately calcu-
lated as 83.0%, 90.9%, 90.2%, and 93.5%, respectively. 
The calculated Fresnel power transmittance of the LED 
with double dielectric passivation, assuming normal in-
cidence of the light, is approximately 10% higher than 
that that of non-passivated LED. This factor must be in-
cluded in the improvement of the output power of the 
LED with double dielectric passivation, along with the 
contribution from the enhanced radiative recombination 
efficiency near side-wall edge as described before, which 
results in increase in the overall extraction efficiency from 
the LED. 
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5. Conclusion 

We have proposed a new concept of surface passivation 
for the GaN-based LED to improve the light extraction 
efficiency by using SiO2/Al2O3 double dielectric stack layer 
and investigated its effects on the output power of the 
LED. The double dielectric stack layer not only effectively 
passivates the surface of the LED, but also enhances the 
overall extraction efficiency of the LED. The LED with 
the SiO2/Al2O3 double dielectric stack layer exhibited 
about a 25.4% increase in the output power compared to 
the non-passivated LED. 
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ABSTRACT 

Breast cancer, or malignant breast neoplasm, is a type of cancer that originates from breast tissue, most commonly from 
the inner lining of the milk ducts or the lobules that supply the ducts with milk. It is one of the most widespread dis-
eases, especially in women. Thus far, large efforts have been towards the early diagnosis of cancer in general, and 
breast cancer specifically. Most of these techniques deal with malignant tissues without inducing or increasing patho-
logical tissue changes or causing major side effects for the patient. This paper proposes a new technique for diagnosing 
the presence or occurrence of cancer and assessing its grade early, accurately, and safely. The presented technique de-
pends on the interaction between the laser and the soft tissue in order to induce plasma, and allows us to classify the 
cancer by studying the difference in the intensity ratio of the trace elements in normal and malignant tissues. The results 
presented here show that only four patients out of the total sample of 30 have erroneous trace elements and that this 
does not affect the overall decision. Hence, the performance of LIPS can be measured as 87%, while retaining 100% 
accuracy. Furthermore, LIPS technique is a simple and promising technique that is capable of diagnosing malignant 
cells and tissues. 
 
Keywords: LIPS; Malignant; Breast 

1. Introduction 

Laser-Induced Plasma Spectroscopy (LIPS), also known 
as Laser-Induced Breakdown Spectroscopy, is a form of 
atomic emission spectroscopy. When the output from a 
(pulsed) laser focuses on a small spot of a solid surface, 
an optically induced plasma, frequently called a laser in- 
duced plasma, laser-ablated plasma, or laser spark is formed 
on this surface. Plasma, which is defined as “the fourth 
state of matter,” occurs as an electrified gas with the at- 
oms dissociated into positive ions and negative electrons. 
Further, it may be defined alternatively as a medium whose 
dielectric properties are determined only by free charges. 

LIPS technique consists of three main parts, namely an 
ablation laser, a detector, and focusing and collection op- 
tics. This technique utilizes the high power densities ob- 
tained by focusing the radiation from a pulsed, fixed fre- 
quency laser (usually Nd:YAG) to generate a luminous mi- 
cro-plasma in the focal region of an analyte. The energy 
density in the focal region can reach values up to GW/cm2. 
Part of the laser pulse energy is used to ablate the sample 
of interest; subsequently, the material in the plasma core 
is vaporized and atomized. The plasma temperature can 

reach several electron volts and the plasma is typically 
highly ionized. In a good approximation, the plasma com- 
position is representative of the analyte’s elemental com- 
position [1]. This technique has been used extensively for 
qualitative determinations with great success as well as 
successfully used for the elemental analysis of solids, liq- 
uids, gases, and aerosols, meaning that it is increasingly 
applied in basic and applied research [2]. 

Analyses for trace elements in biological tissue are 
uniquely susceptible to extreme errors unless special pre- 
cautions are taken during collection, storage, and analysis. 
The integrity of the specimen can be compromised before 
it is analyzed, by contamination during collection and proc- 
essing or by the attenuation of the analytic concentration 
during storage. If this happens, the determined values are 
not valid even though the method of analysis is extremely 
sensitive and highly accurate [3]. 

Breast cancer (also known as malignant breast neoplasm) 
is a type of cancer that originates from breast tissue, most 
commonly from the inner lining of the milk ducts (ductal 
carcinomas) or the lobules (lobular carcinomas) that sup- 
ply the ducts with milk. It is a disease that afflicts hu- 
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mans and other mammals. While the overwhelming ma- 
jority of cases are women, men can also develop breast 
cancer [4]. 

Although most types of breast cancers are easy to di- 
agnose through the microscopic analysis of a biopsy, rarer 
types of breast cancers require specialized examination. 
Further, while screening techniques are useful in deter- 
mining the possibility of cancer, further testing is neces- 
sary to confirm whether a lump detected during a screen- 
ing is cancerous as opposed to a benign alternative such 
as a simple cyst [5]. 

Both mammography and clinical breast examinations 
can indicate the approximate likelihood that a lump is can- 
cerous, while both approaches can also detect other lesions. 
When the test results are inconclusive, however, fine nee- 
dle aspiration cytology may be used. Other options for car- 
rying out a biopsy include a core biopsy, where a section 
of the breast lump is removed, and an excisional biopsy, 
where the entire lump is removed. In addition, a vac- 
uum-assisted breast biopsy may help diagnose breast can- 
cer among selected female patients [6]. Further, carcinoma 
in situ is the growth of low-grade cancerous or precancer- 
ous cells within a particular tissue compartment such as 
the mammary duct without the invasion of the surround- 
ing tissue. By contrast, invasive carcinoma is not confined 
to the initial tissue compartment. 

Breast cancer can be graded by comparing the appear- 
ance of breast cancer cells with that of normal breast tissue. 
Whereas normal cells in an organ such as the breast are 
usually differentiated, meaning that they take on specific 
shapes and forms that reflect their function as part of that 
organ, cancerous cells lose that differentiation. In cancer, 
the cells that would usually line up in an orderly way to 
make up the milk ducts thus become disorganized, cell 
division becomes uncontrolled, and cell nuclei become less 
uniform. Pathologists describe cells as well differentiated 
(low grade), moderately differentiated (intermediate grade), 
and poorly differentiated (high grade) as the cells progres-
sively lose the features seen in normal breast cells. Poorly 
differentiated cancers have a worse prognosis [7]. 

The calculation of electron density using the LIPS tech-
nique shows that differences between normal and malig-
nant cells might be supported by the hypothesis that an 
alteration in glucose uptake within malignant cells may 
cause these tissues to have elevated electron density [8]. 
Indeed, previous studies have reported that the concen-
tration of trace elements varies for cancerous and noncan-
cerous cells [9,10]. This research has shown a clear dis-
tinction between intensity based on the concentration of 
trace elements in normal and malignant tissues, finding that 
the concentration of trace elements such as calcium, iron, 
and manganese is larger in normal cells in comparison with 
malignant cells. The ratio of the intensity of different atomic 
lines observed in the LIPS signal compared with that for 

the calcium line has also been compared. 
The present research aims to distinguish between normal 

and malignant tumor cells from histological sections by 
using LIPS in order to measure in real time the concen-
trations of trace elements. The overall objective is for this 
technique to be incorporated with laser scalpels in order 
to monitor the cancer-affected area during surgery. We be-
lieve this technique has the potential to be an automated, 
real-time diagnostic procedure for cancer that would greatly 
facilitate the diagnosis and classification of tumors. 

2. Materials and Methods 

The plasma was formed with the aid of a Q-switched 
Nd:YAG laser (Continuum, Surellite II, USA) operating 
at the fundamental wavelength (1064 nm) with a pulse 
duration of 10 ns and a variable repetition rate in the range 
1 - 10 Hz. The temporal history of the plasma was ob-
tained by recording the emission features at predetermined 
delay times using a variable delay generator, which is trig-
gered by the laser pulse. The laser beam with pulse en-
ergy of 350 mJ was used for sample ablation. Energy was 
adjusted using a suitable combination of beam splitters at 
a constant high voltage (1.3 kV) and a Q-switch delay to 
ensure spatial and temporal beam profile stability. 

An energy meter (Nova, Ophir Optronics Ltd., USA) 
was employed to monitor the shot-to-shot pulse energy. 
The laser was a single pulse with an optimized delay 
time (td) of 1500 ns and an optimized gate width (tw) of 
10,000 ns. The beam from the pulsed laser was passed 
through a quartz plano-convex lens (10 cm focal length) 
and focused on the sample in order to create a spark or 
breakdown in the medium. The light emission from the 
sample was collected and conveyed to the Echelle spec-
trometer (SE200PI-HO, Princeton, USA) by means of a 1 
m long fused-silica optical fiber mounted on a micro-xyz 
translation stage. The Echelle spectrometer provided a con-
stant spectral resolution of 3100 (CSR), over a wavelength 
range of 190 - 1100 nm, displayable in a signal spectrum. 

A getable, intensified ICCD camera, (Princeton, IMAX) 
coupled to the spectrometer was used to detect the dis-
persed light. To avoid electronic interference and jitters, 
the intensifier high voltage was triggered optically. The 
Echelle grating spectrometer provides high resolution in 
a more compact size and covers a much wider spectral 
range compared with conventional grating spectrometers 
[11]. 

Emission spectra were analyzed using the commercial 
GRAMS Spectroscopic Data Analysis software (version 
8.0; Galactic Industrial Salem, NH, USA), which reads 
data from the chip and reconstructs the spectrum. This 
makes it possible to measure a large wavelength range 
simultaneously with a high spectral resolution. In addi-
tion to the atomic database used by the mentioned soft-

Copyright © 2012 SciRes.                                                                                  OPJ 



H. IMAM  ET  AL. 

Copyright © 2012 SciRes.                                                                                  OPJ 

195

The light emitted from the laser-produced plasma on the 
sample surface was collected by an optical fiber cable and 
fed to the Echelle spectrometer. The dispersed light was 
then transformed into its corresponding emission spectrum 
in the ICCD camera and displayed on a PC for further 
analysis using the GRAMS software. 

ware, spectral lines were identified by the latest electroni-
cally published database [http://webbook.nist.gov]. Both 
malignant and normal tissue cells were exposed to Nd:YAG 
laser pulses of a sufficient energy level to induce the plasma 
at 1064 nm. No real sample preparation was needed to 
take the LIPS measurements, because the malignant and 
normal tissue cells were placed on a glass plate and the 
laser light was focused in such a way that not only the 
base glass but also the ablation of the cells took place. 

Each sample was measured five times at five different 
spots on the malignant and normal tissue cell samples. 
These five obtained spectra were then averaged to obtain 
the final spectrum, as shown in Figure 2. The concentra- 
tion of each element was calculated by replacing its rela- 
tive intensity in its specific calibration curve equation [12]. 

Atomic absorption spectroscopy was used to estimate 
the concentrations of the studied elements (i.e., zinc, cop-
per, iron, manganese, and calcium concentrations) and then 
the same samples in normal and malignant breast tissues 
were measured using the LIPS technique. The samples of 
known weight were first prepared. Each sample was kept 
in a dry clean vial and maintained until analyzed. Tissue 
samples were then digested using the dry weight tech-
nique, which is a simple and efficient digestion method 
for rapid sample preparation and quantification-assisted 
acid digestion by concentrated nitric acid. After digestion, 
the samples were diluted using distilled water and then as-
sayed by an atomic absorption spectrophotometer. 

Thirty surgical specimens of breast cancer cases were 
randomly obtained from patients aged from 30 to 65 years 
old. Sixteen surgical specimens were obtained by exci-
sional biopsy and 14 by radical mastectomy operation. All 
specimens were fixed in formalin (10% formaldehyde in 

 

 

The emission intensities of each element were normal-
ized to the emission intensity of the calcium line (393.36 
nm) in order to reduce the effect of instrument signal fluc-
tuation and matrix interference effects, where calcium was 
considered to be a constant constituent of the analyzed 
samples. The steps necessary to analyze the sample using 
the LIPS technique were also straightforward, namely ex-
posing the malignant and normal tissue cells to the fo-
cused laser pulses as shown in the experimental setup in 
Figure 1. Figure 1. The experimental setup for the LIPS technique. 
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Figure 2. LIBS spectrum of malignant and normal tissues, with zoomed segments of Ca, Cu, C and Fe lines. 
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water) and then histologically processed to form paraffin 
blocks, which were sectioned at 4 μm using a microtome. 
These sections were layered on a glass slide for staining 
and the slides were embedded for 2 minutes in hematoxy-
lin (which stains the nuclei blue) and then eosin (which 
stains the cytoplasm and the extracellular connective tissue 
matrix pink). The histological slides were finally exam-
ined under a microscope. 

3. Results and Discussion 

The 30 reports classified each breast cancer case into two 
types: lobular and/or ductal. Examples of a pathology photo 
of a ductal carcinoma and a lobular carcinoma are pre-
sented in Figure 3. This classification of the cases yielded 
27 (90%) ductal carcinoma cases and three cases (10%) 
of lobular carcinoma (Figure 3). 

As mentioned in the Materials and Methods, each sam-
ple was measured five times after its exposure to the 
Nd:YAG laser beam in order to create a plasma on the 
surface of the tissue. The five spectrum segments of the 
normal and malignant samples were then recorded, where 
five laser shots on each sample were accumulated with a 
delay time (td) of 1500 ns and a gate width (tw) of 10,000 
ns. The wavelengths of interest were 393.6 nm and 422.6 
nm for Ca, 388.6 nm for Fe, 324.75 nm for Cu, 334.5 nm 
for Zn, and 259.37 nm for Mn. The results of the Ca con-
centrations in malignant and normal samples are presented 
in Figure 4. The concentrations of Zn, Cu, Mn, and Fe 
in each sample were normalized to that of Ca in the 
same sample. These measurement results are presented 
in Figures 5-8. The results obtained using the LIPS tech-
nique showed an enhancement in the concentration levels 
of the tested trace elements (Ca, Zn, Cu, Mn, and Fe) in 
the malignant breast tissue samples compared with the 
levels of the normal ones. Voting as a decision-level fu-
sion method is the simplest approach to fusing the out-
puts of multiple estimates or predictions by emulating the 
way in which humans reach consensus. The fused output 
decision is thus based on majority rule (i.e., the maximum 
number of votes wins). Variations in voting techniques 
include weighted voting (i.e., in which sensors are given 
relative weights), plurality, and consensus methods. 

To implement this structure, each classification or pre-
diction, i, outputs a binary vector, Xi, with D elements (i.e., 
the number of hypothesized output decisions). The binary 
vectors are combined into a matrix X, with row i repre-
senting the input from sensor i. The voting fusion struc-
ture then sums the elements in each column as described 
by the following equation: 

   
1

X ,     For 1: D
N

i

y j i j j


   

The output, y(j), is a vector of length D, where each 
element indicates the total number of votes for output 

class j. At time k, the decision rule selects the output, D 
(k), as the class that carries the majority vote, according 
to the following Equation: 

  D k arg  maxj y j  

 

 

Figure 3. Example of pathology photos of a ductal and a lo- 
bular carcinoma. 

 

 

Figure 4. Relation between calcium in malignant and normal 
tissues using LIPS. 

 

 

Figure 5. Relation between zinc to calcium ratio in malignant 
and normal tissues. 

 

 

Figure 6. Relation between copper/calcium ratio in malignant 
and normal tissues. 

Copyright © 2012 SciRes.                                                                                  OPJ 



H. IMAM  ET  AL. 197

 

Figure 7. Relation between magnesium/calcium ratio in ma- 
lignant and normal tissues. 

 

 

Figure 8. Relation between iron/calcium ratio in malignant 
and normal tissues. 

 
The voting algorithm generates a decision for a certain 

problem by taking the votes of more than one decision ele-
ment. The decision is then taken by considering the ma-
jority of votes as a global decision. In the breast cancer 
diagnostics using LIPS, five factors were thus measured 
and considered to be decision members. These factors were 
the normalized traces elements, namely copper, zinc, cal-
cium, manganese, and iron. 

One of the advantages of the LIPS approach is the ease 
of collecting data on a computer in a standardized form. 
These data sheets are picked up instantaneously by the vot-
ing algorithm and run against it to quickly decide whether 
cells are normal or malignant. The voting algorithm runs 
once for every trace element and “votes” for each ele-
ment as normal or malignant. A counter is then started to 
tally the number of votes for each case, with a final deci-
sion taken at the end of the algorithm, namely after the 
last trace element has been tested. The malignant/normal 
decision-making flowchart used in this study is presented 
in Figure 9. 

The data collection phase of the testing procedure yielded 
differences in the intensity values of malignant and nor-
mal tissue samples (Table 1). If the difference was a posi-
tive value (i.e., the malignant intensity was higher than 
the normal intensity), an increment in the malignant counter 
occurred, and vice versa. The voting algorithm yielded ac-
curate results for the 30 investigated samples. As expected, 

 

Figure 9. Voting algorithm for malignant/normal decision 
making. 

 
Table 1. Differences between malignant and normal samples. 

Ser. Ca Zn/Ca Cu/Ca Fe/Ca Mn/Ca
Malignant 

Votes

1 1467.05 0.12911 0.009044 0.028954 0.00673 5 

2 590.8444 0.098722 0.045062 0.020025 0.05016 5 

3 1364.88 0.12688 0.052093 0.213208 0.10411 5 

4 5162.47 0.08004 0.0123 0.116513 0.011505 5 

5 247.83 0.38793 0.01783 0.237205 0.05082 5 

6 656.35 0.23675 0.015903 0.06623 0.04668 5 

7 2576.443 0.031895 0.027123 0.772881 0.0108 5 

8 406.7111 0.05753 0.027773 0.0544 0.01671 5 

9 301.5877 0.09417 0.011495 0.05344 0.01063 5 

10 927.3522 0.08011 0.022256 0.073763 0.005732 5 

11 7183.167 0.07072 0.029818 0.240977 0.02213 5 

12 4997.667 0.0439 0.006009 0.01026 0.001867 5 

13 240.2 0.458 0.050526 0.089778 0.026903 5 

14 890.28 0.10277 0.010736 0.031029 0.0225 5 

15 987 0.0152 –0.00227 0.004166 –0.00106 3 

16 6039.5 0.09253 0.023716 0.046852 0.006475 5 

17 2246.722 –0.1993 0.00721 0.01381 0.0119 4 

18 2541.067 0.033709 0.012709 0.01933 0.00171 5 

19 886.2857 0.064396 0.037233 -0.03843 0.046007 4 

20 4014.129 0.10652 0.029349 0.01161 0.00329 5 

21 1064.891 0.224968 0.078325 0.042095 0.05366 5 

22 4000.595 0.02634 0.012494 0.029305 0.00389 5 

23 3161.52 0.035655 0.013799 0.01303 0.00114 5 

24 2433.032 0.03058 0.010442 0.023535 0.003071 5 

25 3065.071 0.106235 –0.00063 0.023153 0.010648 4 

26 1942.01 0.104033 0.042007 0.09971 0.01077 5 

27 1702.48 0.235912 0.011101 0.102586 0.00104 5 

28 1302.133 0.123355 0.00984 0.02057 0.001049 5 

29 1663.357 0.134442 0.010629 0.0662 0.01683 5 

30 5970.927 0.026662 0.009211 0.03806 0.015 5 
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an almost 100% decision factor was achieved for all sam-
ples except for the cases in which the cancer grades were 
Stage I (where a 50% decision factor was still achieved). 
Table 2 presents the decision factors using the voting al-
gorithm. The results show that only four patients out of 
the total sample of 30 have erroneous trace elements and 
that this does not affect the overall decision. Hence, the 
performance of LIPS can be measured as 87%, while re-
taining 100% accuracy. 

The LIPS technique is used to distinguish normal and 
malignant tumor cells from histological sections by meas-
uring the concentrations of trace elements in real time. Pre-
vious studies have observed that the concentration of trace 

 
Table 2. Decision factor using the voting algorithm. 

Ser. Stage 
Decision  

Factor 
Erroneous  
Elements 

Decision 

1 II 100% - Malignant

2 II 100% - Malignant

3 II 100% - Malignant

4 II 100% - Malignant

5 III 100% - Malignant

6 II 100% - Malignant

7 I 100% - Malignant

8 II 100% - Malignant

9 II 100% - Malignant

10 II 100% - Malignant

11 II 100% - Malignant

12 II 100% - Malignant

13 III 100% - Malignant

14 II 100% Cu, Mn Malignant

15 I 60% - Malignant

16 II 100% Zn Malignant

17 I 80% - Malignant

18 II 100% Fe Malignant

19 I 80% - Malignant

20 II 100% - Malignant

21 II 100% - Malignant

22 I 100% - Malignant

23 II 100% - Malignant

24 II 100% - Malignant

25 I 80% Cu Malignant

26 II 100% - Malignant

27 II 100% - Malignant

28 II 100% - Malignant

29 II 100% - Malignant

30 I 100% - Malignant

elements such as Zn, Cu, Fe, Mn, and Ca in normal and 
malignant cells vary significantly. For example, the con-
centration of calcium, iron, and zinc is larger in malignant 
cells in comparison with normal cells. The present study 
showed that the trace elements copper, iron, manganese, 
zinc, and calcium were all significantly higher in cancer-
ous tissues than they were in their normal counterparts. 
However, the relevance of such elevated concentrations of 
these elements in breast cancer tissue remains a matter of 
conjecture. 

Evidence has suggested a relation between cellular ac-
tivity/blood supply and the formation of micro calcifica-
tions in malignant breast tissues. It would seem reasonable, 
therefore, to assume that these elements might influence 
the carcinogenic process in malignant breast tissues. The 
present data raise the possibility that relatively high lev-
els of copper, iron, zinc, manganese, and calcium in be-
nign breast tissue may be associated with a modest in-
crease in the risk of subsequent breast cancer. The results 
described herein indicated that a relatively high concen-
tration of iron in benign breast tissue was positively as-
sociated with a subsequent breast cancer risk. 

However, because we were unable to separate our meas-
ure of iron levels into free iron and iron in conjugation 
with enzymes, we could not differentiate between two pos-
sible explanations for this finding. The first explanation 
is that high levels of free iron in benign breast tissue might 
increase breast cancer risk because of the catalytic effect 
of iron in mutagenic radicals and the suppressant effect 
on the host’s immune function. The second explanation is 
that both benign breast tissue and breast cancer cells might 
demand high levels of iron in order to sustain their power 
of proliferation given that iron is required for ribonucleo-
tide reductase, a key enzyme in DNA synthesis [6,13]. 

The LIPS technique is a promising technology because 
of its simplicity, low degree of sample preparation, and 
low possibility of contamination. It is also minimally inva-
sive, since a small-sized sample can generate good results. 
Further, because data are easily interpretable, skilled ana-
lysts are not required, while the necessary instruments are 
rugged and portable. This technique is similar to dis-
charge/arc emission spectroscopy, in which elements are 
excited to a higher energy state by an electric discharge. 

Many previous studies have indicated that metal ions 
can interact with nucleic acids to influence base-pairing 
and conformation. Such effects have been known to cause 
somatic mutations, a consequence of base-pairing errors 
or frame-shift mutations by deletion, leading to cellular 
transformation. For example, magnesium, manganese, and 
zinc are cofactors of many enzymes, especially RNA and 
DNA polymerases [14]. A comparison of trace element 
levels in normal and neoplastic human breast tissues has 
shown a relatively consistent and characteristic pattern of 
elevation for calcium, vanadium, copper, zinc, selenium, 
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and rubidium [15]. 

4. Conclusions 

The presented findings suggest an association between the 
elemental composition of breast tissues and the formation 
of breast particles. In other words, increases in the elemental 
concentrations and clustered calcifications in the breast may 
be related. Specifically, we can draw the following five 
conclusions about the LIPS technique: 
 A simple and promising technique is capable of diag-

nosing malignant cells and tissues; 
 It minimizes tissue preparation and human effort and 

error; 
 It reduces the possibility of contamination as well as 

standard errors; 
 It is minimally invasive, since a small-sized sample can 

generate good results; 
 It gives online quantification for all trace elements in 

a tissue simultaneously. 
Future work should include enhancing the voting algo-

rithm in order to assess the degrees of deviation of ma-
lignant cells from normal cells and thus deduce the can-
cer grade. The enhancing mechanism could also include 
the study of building combined techniques that use more 
complex algorithms that could avail the advantage of LIPS 
results in confusing and fuzzy cases. 
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