Spatio-Temporal Pulsating Dissipative Solitons through Collective Variable Methods
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Abstract

A semi-analytical approach for the pulsating solutions of the 3D complex Cubic-quintic Ginzburg-Landau Equation (CGLE) is presented in this article. A collective variable approach is used to obtain a system of variational equations which give the evolution of the light pulses parameters as a function of the propagation distance. The collective coordinate approach is incomparably faster than the direct numerical simulation of the propagation equation. This allows us to obtain, efficiently, a global mapping of the 3D pulsating soliton. In addition it allows describing the influence of the parameters of the equation on the various physical parameters of the pulse and their dynamics.
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1. Introduction

Dissipative systems in nonlinear optics have a dynamic involving many different phenomena such as nonlinear gain, the saturable losses, the dispersion and others effects. The interaction between these different physical manifestations leads to a rich variety of structures [1]. Dissipative solitons are stable elementary localized structures that appear in dissipative nonlinear medium and depend on the balance between nonlinearity and dispersion/diffraction, and the balance between gain and loss. They have several properties such as their internal
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energy exchange mechanism which is similar to that of biological structures or the possibility to reveal pulsating
dynamics [2]. These properties make them attractive for research. The concept of dissipative solitons has been
widely studied in several fields of nonlinear science [3] such as nonlinear dissipative optics. Among the impor-
tant applications there are passively mode-locked laser systems and optical transmission lines.

For dissipative systems in nonlinear optics, stable solitons can arise in one, two, and three dimensions [4]. For
example, in case of the one-dimensional (1D), new types of localized waves [5]-[7] have been experimentally [8]
observed in lasers cavities.

With a good choice of the parameters of the system, stable solitons over very large distances of propagation
are perfectly obtained. However, a variation of the parameters of the system changes the types of solutions via
bifurcations. Dissipative soliton stability depends crucially on the energy balance and exists as long as there is a
continuous energy supply to the system. Its shape, amplitude, and velocity are all fixed and defined by the pa-
rameters of the system [9] rather than by the initial condition.

Properties and conditions of the existence of solitons have been extensively studied in (1D) one-dimension
and (2D) two-dimension. The (3D) three-dimensional case is still largely in its infancy and requires an extreme-
ly lengthy and costly procedure. Indeed solving numerically a (3D) equation for a given set of parameters and a
given initial condition can take up to several days in a standard PC. In this context, it is important to develop
theoretical tools that can perceive soliton solutions more efficiently and envisage their domains of existence.

It has been recently demonstrated in previous works that the collective variable approach is a useful tool
which can reduce significantly the computation time. This approach is useful for predicting approximately the
domains of existence of stable light bullets in the parameter space of the (3D) complex cubic-quintic Ginzburg-
Landau equation [10].

2. Complex Cubic-Quintic Ginzburg-Landau Equation (CGLE)

In this study, the propagation of pulse in a system described by an extended complex Cubic-quintic Ginzburg-
Landau equation model is considered. This equation (CGLE) is one of the universal equations used to describe
dissipative systems. Many nonequilibrium phenomena, such as the generation of spatio-temporal dissipative
structure in lasers [11], soliton propagation in optical fiber systems with linear and nonlinear gain and spectral
filtering (such as communication links with lumped fast saturable absorbers or fiber lasers with additive-pulse
mode-locking or nonlinear polarization rotation) may all be described by the CGLE [12]. The quintic dissipative
term in CGLE is essential to provide the stability of the optical pulse [13]. Moreover this equation could be ap-
plied to the modeling of a wide-aperture laser cavity in the short pulse regime of operation. The model includes
the effects of two-dimensional transverse diffraction of the beam, longitudinal dispersion of the pulse, and its
evolution along the cavity. Dissipative terms describe the gain and loss of the pulse in the cavity. The propaga-
tion equation reads:

\[
\psi_z - i \frac{D}{2} \psi_x - i \frac{\nu}{2} \psi_{xx} - i \frac{\nu}{2} \psi_{yy} - d \psi \psi^* \psi - iv |\psi|^4 \psi = \delta \psi + \epsilon |\psi|^2 \psi + \beta \psi + \mu |\psi|^4 \psi
\]

Equation (1) is written in normalized form. The optical envelope \( \psi \) is a complex function of four real vari-
ables \( \psi = \psi(x, y, z, t) \), where \( t \) is the retarded time in the frame moving with the pulse, \( z \) is the propagation
distance, and \( x \) and \( y \) are the two transverse coordinates.

The left-hand-side contains the conservative terms, namely \( D = +1(-1) \) which is for the anomalous (normal)
dispersion propagation regime and \( \nu \) which represents, if negative, the saturation coefficient of the Kerr nonl-
linearity. In the following, the dispersion is anomalous, and \( \nu \) is kept relatively small. The right-hand-side of Equ-
ation (1) includes all dissipative terms: \( \delta, \epsilon, \beta \) and \( \mu \) are the coefficients for linear loss (if negative), nonlinear
gain (if positive), spectral filtering (if positive) and saturation of the nonlinear gain (if negative), respectively.

This distributed equation finds application in modeling for instance a wide-aperture active optical cavity in the
regime of short pulse operation. The model includes the effects of two-dimensional transverse diffraction of the
beam, longitudinal dispersion of the pulse and its evolution along the cavity. Dissipative terms describe gain
and loss of the pulse in the cavity. Higher-order dissipative terms are responsible for the nonlinear transmission
characteristics of the cavity which allows, for example, passive mode-locking. This equation is a natural extension
of the one-dimensional CGLE.

Now, to best of our Knowledge, there is no analytical solution for the (3D) complex Cubic-quintic Ginzburg-Landau equation. Indeed, research conducted to date use namely direct numerical simulations of the CGLE. This procedure is extremely and costly [14].

The lack of general analytical solutions for the complex Cubic-quintic Ginzburg-Landau equation CGLE leads us to the necessity of using simple approaches to explore the existence of certain class of solutions. A few approximate, semi-analytical methods based on various physical backgrounds were developed and applied to study nonlinear pulse propagation. Several of them make use of a trial function and its associated finite-dimensional dynamical system.

Our study is therefore to develop theoretical tools that can perceive soliton solutions more efficiently and envisage their domains of existence. Using collective variable approach allow to rich variety of solutions that include stationary and pulsating dissipative solitons.

3. Collective Variable Approach

The dynamics of ultra-short light pulses in a fiber system can be described by the Equation (1). But the field \( \psi(x,y,t) \) describes not only the pulse as a collective entity (localized in time and space) but also all other localized or non-localized excitations, such as noise or radiation, which are always more or less present in the real system. The pulse may not only be able to translate as a whole entity but it may also execute more or less complex internal vibrations depending on the type of the perturbations in the system. In this context it is useful, then, to somehow simplify the characterization of the pulse by use of a low dimensional equivalent mechanical system based on a finite number of degrees of freedom [15]. Each degree of freedom can then be described by means of a coordinate called the collective variable. The main idea in the collective variable approach is to associate collective variables with the pulse’s parameters of interest for which equations of motion may be derived. One may introduce \( N \) collective variables, \( z \) dependent, say \( X_i \) with \( i = 1, 2, \ldots, N \), in a way such that each of them can correctly describe a fundamental parameter of the pulse (amplitude, width, chirp, …) [16].

To this end, one can decompose the field \( \psi(x,y,t,z) \) in the following way:

\[
\psi(x,y,t,z) = f(X_1, X_2, \ldots, X_N) + q(z,t)
\]

where \( f \), the ansatz function or trial function is a function of the collective variables. And \( q(z,t) \) is a residual field that represents all other excitations in the system (noise, radiation, dressing field, etc.) [16]. The precise form of the ansatz function that introduces the collective variables in the theory is rather crucial, especially when approximations are made.

The choice of the trial function is important for the success of the technique. It is impossible to get any idea of the exact profile without solving numerically the CGLE (1). Hence, the choice of a particular trial function has a certain degree of arbitrariness, stressing furthermore the approximate nature of the collective variable approach. After choosing the ansatz function one can pursue the process of characterization of the pulse by neglecting the residual field. This approximation is called the bare approximation [16]. In this way one can consider the fact that the pulse propagation can be completely characterized that the ansatz function \( \psi = \psi(x,y,t,z) \). This approximation depends very strongly on the choice of the trial function. Consequently, when approximations are made, such as the use of the variational approach, the precise shape of the trial function that introduces the collective variables in the analysis of the dynamics of soliton becomes rather crucial.

4. Variational Equations

In this study the propagation of solitons in a system described by an extended (3D) complex Cubic-quintic Ginzburg-Landau equation model is considered. This model includes cubic and quintic nonlinearities of dispersive and dissipative types. Transverse operators are added to take account of the spatial diffraction in the wave paraxial approximation.

To obtain a better understanding of dynamic processes which influence the behavior of pulse during its propagation, it is considered that the real field \( \psi(x,y,t,z) \) represents the ansatz function which is endowed with the usual physical meaning of the pulse parameters.

Thus, it is possible to reduce the equation of impulsive field to an ordinary differential equation (ODE) describing the evolution of the parameters of the soliton during propagation. The advantage is that, the ordinary differential equation can be solved numerically with relative ease.
However, the precise shape of the trial function is crucial to have solutions with the desired properties. For the complex systems, this choice is preceded by careful analysis and based on a comparison of some analytical approximate solutions before an exact numerical solving of the CGLE can be made for comparison.

In previous work [10], it has been demonstrated with different trial functions that the collective variable approach is a useful tool for predicting approximately the domains of existence of stable light bullets in the parameter space of the complex cubic-quintic. These predictions were confirmed by the direct numerical solutions of the CGLE, qualitatively as well as quantitatively, that give us confidence in our collective variable approach.

On the basis of preliminary results of previous works [10] and to describe a richer variety of dynamical behaviors, a Gaussian trial function which admits asymmetric pulse shapes in the transverse plane \((x, y)\) is used and is given by

\[
f = Ae^{i \left( \frac{x^2}{w_x^2} + \frac{y^2}{w_y^2} - \frac{x^2 y^2}{w_x^2 w_y^2} + \frac{x^2}{w_x^2} + \frac{y^2}{w_y^2} + \frac{x^2 y^2}{w_x^2 w_y^2} \right)}
\]

(3)

\(A, w_x, w_y, c_x, c_y, \) and \(p\) represent the collective variables. With \(t, x\) and \(y\), the temporal and transverse variables along \(x\) and \(y\) axis respectively. \(A\) stands for soliton amplitude, \(w_t\) the temporal width along \(t\), \(w_x\) the transverse width along \(x\) axis and \(w_y\) the transverse width along \(y\) axis. \(c_t\) represents the temporal chirp parameter, \(c_x\) the transverse chirp along \(x\), \(c_y\) the transverse chirp along \(y\) and \(p\) is the global phase that evolves along with propagation. When a stationary regime is reached, the phase becomes a linear function of the propagation distance \(z\).

The choice of the trial function is done according to the master Equation (1) and the type of solutions pursued. Consequently, the precise shape of the trial function that introduces the collective variable in the analysis of the dynamics of soliton becomes rather crucial. After choosing the trial function one can pursue the process of characterization of the pulse in two completely different ways depending on the level of accuracy desired. First, one can make use of the exact pulse field to obtain the pulse parameters. The second approach of characterization would be to carry out a variational analysis neglecting the residual field. The approximation of neglecting the residual field is called the bare approximation [16], just like those in previous works [10]. This approach leads generally to results which are less accurate than the first one, but its application to the characterization of the propagation of soliton would be too times consuming.

After choosing the trial function one can carry out variational analysis neglecting the residual field (the bare approximation). Applying the bare approximation to the 3D CGLE, that is, substituting the field \(\psi\) by the given trial function \(f(\psi = f)\) and projecting the resulting equations in the following direction

\[
\frac{df}{dX} = \left( X = A, w_x, w_y, c_x, c_y, c_t, p \right)
\]

The collective variables evolve according to the following set of eight coupled ordinary differential equation are easily obtained:

\[
\begin{align*}
\frac{dA}{dt} &= A\delta + \frac{7}{16}\sqrt{2}A^2 \mu - \frac{2}{9}\beta A + \frac{2}{9}\mu \sqrt{3}A^3 - \frac{1}{2} A c_t - \frac{1}{2} A c_y, \\
\frac{dw_x}{dt} &= w_x c_x D - \frac{1}{8}\sqrt{2}w_x A^2 - \frac{2}{27}\mu \sqrt{3}A^3 w_x + \left( 4 - w_x^2 c_t^2 \right) \frac{\beta}{2w_x}, \\
\frac{dw_y}{dt} &= w_y c_y D - \frac{1}{8}\sqrt{2}w_y A^2 - \frac{2}{27}\mu \sqrt{3}A^3 w_y, \\
\frac{dc_t}{dz} &= -Dc_t^2 - \frac{1}{2w_x^2} \sqrt{2}A^2 + \frac{4D}{w_x^2} \frac{8\sqrt{3}}{27w_x^2} \nu A^4 - \frac{8\beta}{w_x^2} c_t, \\
\frac{dc_x}{dz} &= -c_x^2 - \frac{1}{2w_m} \sqrt{2}A^2 + \frac{4}{w_m^2} \frac{8\sqrt{3}}{27w_m^2} \nu A^4, \\
\frac{dc_y}{dz} &= -c_y^2 - \frac{1}{2w_m} \sqrt{2}A^2 + \frac{4}{w_m^2} \frac{8\sqrt{3}}{27w_m^2} \nu A^4, \\
\frac{dp}{dz} &= \beta c_t + \frac{7}{16} \sqrt{2}A^2 - \frac{D}{w_x^2} - \frac{1}{w_x^2} + \frac{2\sqrt{3}}{9} \nu A^4.
\end{align*}
\]

(4)
Obviously the ordinary differential equations in Equation (4) depend on the choice the Equation (3).

These equations give no explicit information with regard to the different solutions of the Equation (1) and their stability. They give us the first idea on the dynamic of the light pulse. The variational equations allow seeing the influence of each Equation (1) parameters on the various physical parameters of the soliton. They are usually functions of time that evolve subject to the constraints of the system and finally converge to fixed point or a limit cycle.

A meticulous analysis of the variational equations show that the evolution of the amplitude \( A \) is dominated by the linear loss \((\delta)\), the nonlinear gain \((\varepsilon)\) and its saturation \((\mu)\), as well as that the terms of spectral filtering \((\beta)\) and dispersion term \((D)\). This confirms quite well that the perfect balance between losses and gains is required to maintain the shape and stability of the soliton. The temporal \((w_t)\) and spatial widths \((w_x, w_y)\) also depend on the nonlinear gain \((\varepsilon)\) and its saturation \((\mu)\). As expected, the terms of spectral filtering \((\beta)\) and dispersion term \((D)\) affect the temporal width. As well the spatial parameters \(c_x, c_y\) and temporal parameters \(c_t\) are influenced in the same way by the Kerr term saturation of the optical nonlinearity \((\nu)\), but the temporal term is also affected by the terms of spectral filtering \((\beta)\) and dispersion term \((D)\). Finally, not any parameters of the soliton are influenced by \((p)\), the global phase.

One advantage of the collective variable approach is that the total energy can also expressed as function of the trial function parameters. Here it is interesting to gain insight from this simple and useful quantity, which is defined as

\[
Q = \pi \sqrt{\frac{2}{\pi}} A^4 w_x w_y \quad (5)
\]

This above equation point out that the total energy is strongly ruled by the amplitude \((A)\) the temporal \((w_t)\) and spatial widths \((w_x, w_y)\).

Hence, the significance of our collective variable approach helps to analyze the variational equations and the influence of various parameters. Following this in-depth analysis, the first major step in our study is to provide a mapping of the regions of existence of stable solutions in the parameter space of the (3D) CGLE.

5. (3D) Pulsating Dissipative Soliton

From the analytical results of the variational Equation (4), the fixed points are carefully analyzed and their stability studied. The fixed points (FPs) of the system are found by imposing the left-hand side of Equation (4) to be zero. The threshold of existence of FPs can be estimated by the relation \( \varepsilon_s \approx 2\sqrt{\delta\mu} \) [17]. If \( \varepsilon > \varepsilon_s \), both stable and unstable fixed points appear. The stable fixed points correspond to stationary solutions. The unstable fixed points correspond to the pulsating and non-stationary solutions.

A major goal of our study is to provide a quick approximate mapping of the regions of existence of stable and unstable solutions in the parameter space of the Equation (1). Stationary and pulsating solutions exist in regions defined by the space of the parameters of the equation, but it is extremely difficult to map these regions by varying all these parameters. To remedy this, it is convenient to set all parameters of the equation except two chosen as variable parameters. Thus the different solutions obtained are defined in this plan. Chosen variable parameters are the dispersion \(D\) and the cubic nonlinear gain \(\varepsilon\). So for each set of parameters, the existence of the fixed point and its stability is studied.

By investigating the parameter regions situated in the neighborhood of the parameters \(\mu = -0.1, \delta = -0.4, \beta = 0.1, \nu = -0.08\) and \(y = 1\) and according to our previous study [17] [18], a rich variety of solutions of Equation (1) including stationary and pulsating dissipative solitons is observed in the plane \((D, \varepsilon)\).

For a given set of CGLE parameters \((\mu, \delta, \beta, \nu, \text{et} \gamma)\), with an initial pulse

\[
\psi(x, y, t, z) = 4e^{i\left(\frac{x^2}{\lambda_1} + \frac{y^2}{\lambda_2} + \frac{z^2}{\lambda_9}\right)}
\]

For each value pair \((D, \varepsilon)\), the fourth-order Runge-Kutta algorithm provides the fixed point whose stability is analyzed.

The mapping Figure 1 brings to light this rigorous analysis. The dispersion coefficient \(D\) and the non-linear gain coefficient \(\varepsilon\) are the parameters that can be modified easily in most experiments. It is the case of experiments using lasers passively locked mode.
Regions of existence of stable light bullets following the same technique that we used for dissipative solitons in the \((3 + 1)D\) dimensional case \([18]\) have been determined.

Inside this cartography, two different regions according to the values of the dispersion and the nonlinear gain are observed. The coloured area contains the stable fixed points, which are the basin of shows. And near this points, all the others points converge. The stable fixed points regions represents the domain of stationary solitons of the Equation (1) found from collective variable approach. In this domain, all the solitons parameters (amplitude, width, chirp...) stay stationary throughout propagation. Above the stationary domain, instable fixed points which can be dived in two categories: the limit-cycle attractor and the instable solutions could be observed. Our main interest is to study the dynamic of the pulse in the limit-cycle attractor area (dotted line domain). Indeed close to boundaries of the existence domains of stationary solitons solutions, there is more often an intermediate region in which pulsating solutions can be found. The existence of pulsating solutions is indeed a general feature of most nonlinear dissipative systems. This behavior of pulsating soliton can be attributed of a limit-cycle attractor; it then possesses inherent stability the same way as stationary stable solutions do. Above the pulsating domain, instable solitons which are little physical interest in this current study are noticed. The cartography (Figure 1) is quite like those achieved in others parameters space \((v, \varepsilon)\), \((\mu, \varepsilon)\), \((\beta, \varepsilon)\) and \((\mu, v)\) \([17]\) \([18]\). Thus according the value of the cubic nonlinear gain \(\varepsilon\), the stability diagram shows types of dynamic. In the two-dimensional plane of parameters, the regions of existence of stable stationary solitons presented above are contained between an upper and a lower values of \(\varepsilon\). Below the lower limit, the energy pumped into the system is not enough to support the solitons. In this case the localized solution dissipates and eventually vanishes. On the contrary, when is above the upper value, the energy supply inflates the soliton to the extent that it grows indefinitely in size. However, this process does not occur in one single step. There is a small intermediate region of \(\varepsilon\) values where stationary solutions are transformed into pulsating ones before the continuous inflating begins at even higher \(\varepsilon\). On can notice that in the pulsating domain, for each a paired value of \((D, \varepsilon)\), there is one and only one type of pulsating soliton with its own characteristics (amplitude, widths, energy, ...). From Figure 2 and Figure 3, pulsating solutions in the form of stable limit cycles are observed. These solutions can be considered as attractors. These figures are obtained thanks to our collective variable approach for \(\mu = -0.1\), \(\delta = -0.4\), \(\varepsilon = 0.59\), \(\beta = 0.1\), \(D = 6\), \(v = -0.08\), and \(\gamma = 1\).

**Figure 2** (below the enlarged views) shows the evolution on the total energy of the soliton for a given set of parameters corresponding in the pulsating domain (dotted line domain in Figure 1). Dynamics begins with a short transitional phase, which is followed by a permanent dynamics with an increase of the energy are noticed. The energy remains in this stable state when the permanent dynamic is reached. The total energy gives us the main information about the soliton dynamics. It’s not conserved but evolves in accordance with the so-called balance equation. When a stationary solution is reached, the total energy converges to a constant value. However,
Figure 2. Evolution of the total pulse energy, enlarged view of this pulsation is plotted bottom with $\mu = -0.1, \varepsilon = 0.59, D = 6, \delta = -0.4, \beta = 0.1,$ and $\gamma = 1$.

Figure 3. Radially asymmetric pulsations obtained with the use of the collective variable approach and the trial function. The evolution of the following collective variables with respect to $z$ is shown: (c1) the amplitude, (c2) the temporal width, (c3) the width along the $x$ axis, and (c4) the width along the $y$ axis. The onset of stable harmonic pulsations appears clearly. Enlarged views of those pulsations are plotted to the right in (d1)–(d4). The pulsations along the $x$ and $y$ axes are out of phase and share the same amplitude $\mu = -0.1, \varepsilon = 0.59, D = 6, \delta = -0.4, \beta = 0.1,$ and $\gamma = 1$.

The soliton, is a pulsating one, the total energy is an oscillating function of $z$. In Figure 3, all the others parameters (amplitude, widths, …) of the soliton follow the same dynamics. The dynamics are illustrated in this picture [d(i) are the enlarged views of the c(i)]. It shows the evolution of the soliton amplitude (Figure 3(c1)), temporal (Figure 3(c2)) width and the transverse width along $x$ (Figure 3(c3)), and $y$ (Figure 3(c4)), axis. After a brief transitional period characterized by small oscillations due to the adjustment of the initial condition, and after the onset of oscillations, the pulsating dynamics becomes steady. It is characterized by large oscillations between the two constant limits. The pulse breathing in the transverse and in the temporal domain can be seen from the evolution plots Figure 3(d3) and Figure 3(d4). The amplitude oscillates between 2.82 and 2.92, the temporal width between 2.78 and 2.85 and the transverse widths between 0.9 and 1.5. It could be clearly seen that the difference oscillation between the temporal and the transverse width. As well, on the same propagation distance $z$, the amplitude of the soliton evolves much faster compared with its spatial widths. The same holds true for the
temporal width. The close-up view of oscillations (Figure 3(d3) and Figure 3(d4)) shows a nearly harmonic evolution of the collective variables. The $x$ and $y$ oscillations are out of phase and have the same magnitude. This shows periodic out of phase consecutive contractions of the soliton in the $x$ and $y$ directions. At the same time, the total energy is not a constant and the amplitude and temporal width oscillate at a doubled frequency.

5.1. Bifurcation Diagram

In Figure 1, two different kind of stable 3D solutions in the specific domain appear. When a pulsating solution can be attributed to the existence of a limit-cycle attractor, it then possesses inherent stability the same way as stationary stable solutions do. For a given set of the parameters and varying the nonlinear gain parameter, the soliton move from a stationary solution to pulsating one. So the total energy leads to a pulsation mode whose spectrum contains two (three) main frequencies. To show pulsations with two oscillation periods, the system has to undergo two bifurcations from the stationary solution. And for the three oscillation periods, the system has to undergo four bifurcations from the two bifurcations. The picture Figure 4 shows a bifurcation diagram obtained when varying the nonlinear gain parameter $\varepsilon$ from 0.575 to 0.595, while keeping the rest of parameters (written in Figure 4) fixed. The curve represents a local maximum or minimum of the total energy. For the nonlinear gain value inferior to 0.583 the energy has a single value (maximum equal to minimum). This means that stationary solution is reach. From the up value to 0.583, a bifurcation occurs, which is related to the onset of pulsations with single frequency. In the case discussed above, energy pulsations remain very close to harmonic pulsation.

5.2. The Effect of the Saturation of the Kerr Nonlinearity

The influence of the saturation coefficient of the Kerr nonlinearity $\nu$ on the oscillations is investigated. To this end, parameters $\mu = -0.1$, $\varepsilon = 0.6$, $D = 6$, $\delta = -0.4$, $\beta = 0.1$, $\gamma = 1$ are set with different values of $\nu$ ($-0.07$, $-0.08$, $-0.09$). The dynamics of the energy with respect to the propagation distance $z$ are followed. Figure 5 stands for the result of this detailed analysis $[\text{b(i)}$ are the enlarged views of the $\text{a(i)}$]. Obviously, the value of saturation of kerr nonlinearity for which the soliton oscillates is chosen, but this dynamics changes when $\nu$ is modified. So for different values of the saturation nonlinear parameter $\nu$, the other parameters (written below the picture Figure 5) are fixed. When $\nu$ decrease (from $-0.07$ to $-0.09$), the amplitude of the pulsations increase, e.g. the energy augment. In Figure 5(b1) and Figure 5(b2) the same dynamics with stable oscillation is obtained, but in Figure 5(b3) the motion changes. More precisely, pulsations that consist of two oscillation periods instead of one are found. With precision, the asymptotic evolution of the total energy leads to a pulsation whose spectrum contains two main frequencies, associated to intensities (Figure 5(b3)) of the same magnitude. It could also be noticed that the internal dynamic change including many oscillations in the same period. It emerges from this study that according to the value of saturation nonlinearity and to the choice of the trial function, it is possible to find the other types of pulsating dissipative soliton and the dynamic within the same period differs, from harmonic to non-harmonic pulsations.
Figure 5. Evolution of the total pulse energy for different values of the Kerr nonlinearity saturation, with $\mu = -0.1$, $\varepsilon = 0.6$, $D = 6$, $\delta = -0.4$, $\beta = 0.1$ and $\gamma = 1$. Enlarged views of those pulsations are plotted to the right in (b1)-(b3). The pulsation (b3) contains two main frequencies.

6. Conclusion

In this work, based on collective variable approach, we have expanded the studies of 3D dissipative pulsating solitons in the complex Ginzburg-Landau equation with the cubic-quintic nonlinearity. In particular, the regions of coexistence of stationary and pulsating dissipative soliton are obtained. The collective variable approach is very efficient for approximating stable pulsating solutions when a suitable trial function is chosen. A nearly harmonic evolution of the widths along $x$ and $y$ axis is shown and the $x$ and $y$ oscillations are out of phase with the same magnitude. The dynamics of soliton can be controlled by the choice of the system parameters. So according to the values of the nonlinear gain, the system has to undergo a bifurcation from the stationary solution, to obtain pulsations with two oscillation periods. A pulsating soliton whose spectrum contains two main frequencies (two oscillation periods instead of one), associated to intensities of the same magnitude could also be predicted. The latter effect may be used, in principle, to grow photonic channels and multichannel arrays in bulk optical media. The collective variable technique is incomparably quicker than direct numerical computations. Of course, it should be used at the final stage of studies to confirm, complement, or invalidate the collective variable approach predictions.
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