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Abstract 
 
This study employs a chance-constrained data envelopment analysis (CDEA) approach with two models 
(model A and model B) to decompose provincial productivity growth in Vietnamese agriculture from 1995 
to 2007 into technological progress and efficiency change. The differences between the chance-constrained 
programming model A and model B are assumptions imposed on the covariance matrix. The decomposition 
allows us to identify the contributions of technical change and the improvement in technical efficiency to 
productivity growth in Vietnamese production. Sixty-one provinces in Vietnam are classified into Mekong- 
technology and other technology categories. We conduct a Mann-Whitney test to verify whether the two 
samples, the Mekong technology province sample and the other technology sample, are drawn from the same 
productivity change populations. The result of the Mann-Whitney test indicates that the differences between 
the Mekong technology category and the other technology category from two models are more significant. 
Two important questions are whether some provinces in the samples could maintain their relative efficiency 
rank positions in comparison with the others over the study period and how to further examine the agree-
ments between the two models. The Kruskal-Wallis test statistic shows that technical efficiency from both 
models for some provinces are higher than those of them in the study period. The Malmquist results show 
that production frontier has contracted by around 1.3 percent and 0.31 percent from chance-constrained 
model A and model B, respectively, a year on average over the sample period. To examine the agreements or 
disagreements in the total factor productivity indexes we compute the correlation between Malmquist in-
dexes, which is positive and not very high. Thus there is a little discrepancy between the two Malmquist in-
dexes, estimated from the chance-constrained models A and B. 
 
Keywords: Total Factor Productivity, Technical Efficiency Change, Technological Progress,  

Chance-Constrained Programming 

1. Introduction 
 
In agriculture, the productivity growth has been a subject 
sector for an extensive research. (In agriculture, pro- 
ductivity growth has been studied extensively by many 
authors) The productivity growth is considered as critical 
if the agricultural output grows at a sufficiently rapid rate 
to meet the growing demands for food and raw materials. 
A large number of studies have attempted using various 
approaches to explain the growth trend and levels in la-
bour productivity in agriculture. In this study, we focus  

on the DEA method and the chance-constrained pro- 
gramming models. Interested readers can refer to these 
issues, such as Mao et al. [1], Nishimizuand et al. [2] and 
Minh et al. [3] for the use of the DEA approach to ana- 
lyzing total factor productivity growth in agriculture, and 
Charnes et al. [4], Copper et al. [5,6], Chen [7,8], Gali et 
al. [9], and Zhu et al. [10] for the chance-constrained 
programming models. 

Mao et al. [1] applied a Data Envelopment Analysis 
(DEA) approach to analyzing total factor productivity, 
technology and efficiency changes in Chinese agricul-  

mailto:khacminh@gmail.com


N. K. MINH  ET  AL. 218 

tural production from 1984 to 1993. They classified 
twenty-nine provinces in China into advanced-technol- 
ogy and low-technology categories. They also used a 
nonparametric method to decompose the Malmquist pro- 
ductivity index into technical change index and effi-
ciency change index. They showed that total factor pro-
ductivity had risen in most of the provinces for both 
technology categories. Zheng et al. [11] analyzed pro-
vincial productivity growth in China for the period of 
1979-2001 by using a nonparametric programming me- 
thod to decompose the Malmquist index into two indexes. 
They found that productivity growth for the most of the 
data period was accomplished mainly through technical 
progress rather than efficiency improvement. Nishimizu 
and Page [2] proposed the decomposition of TFP into 
efficiency changes and technical changes. This method 
has been widely used to investigate productivity growth. 
There have been a few studies on the TFP growth in 
Vietnam using provincial data and non-parametric ap- 
proach. For example, Minh et al. [3] used a non-para- 
metric approach to decompose the sources of total pro- 
ductivity (TFP) growth of three sectors (but not provin- 
cial data) of Vietnamese economy into technical progress 
and efficiency change. 

This paper is the first attempt to decompose the TFP 
growth in Vietnamese agricultural sector using the chance- 
constrained programming models with different assump-
tions to provide more insight into understanding the TFP 
growth. 

The paper is organized as follows. In Section 2 we 
present the framework for the DEA approach and the 
chance-constrained models A and B with different assu- 
mptions, as well as provide a way to estimate these mod-
els. Section 3 for descriptive statistics. Section 4 ana-
lyzes the estimated results, and conclusions are presented 
in Section 5.  
 
2. Methodology 
 
2.1. DEA Approach 
 
Following developments in the measurement of produc-
tivity growth, Malmquist DEA and stochastic frontier 
production methods are applied to decompose total factor 
productivity (TFP) growth into technical progress (techch) 
and technical efficiency change (effch). From a policy 
perspective, researchers acknowledge that the decompo-
sition of TFP into efficiency and technical changes pro-
vides useful information in productivity analysis. Policy 
makers can recommend policies that are more effective 
in improving the productivity if they understand sources 
of variation in productivity growth.  

Following Caves et al. [12], Färe et al. [13], we define 

the output-based Malmquist index of productivity change 
using distance function. We consider an output distance 
function which is defined as a maximal proportional ex-
pansion of the output vector, given an input vector. 
 
2.1.1. Distance Function 
Under the assumption that each time period t = 1, 2, ..., T 
the production technology tH  models present the trans- 
formation of inputs xt, into outputs yt, as follows:  

  , :  can produce yt t t tH x y x t        (1) 

The output distance function is defined at time t as 
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Here,  tH  is the frontier of tH . 
This mixed index measures the maximal proportional 

changes in outputs yt+1 given inputs xt+1, under the tech-
nology at time period t. Similarly, we can define the dis-
tance function with respect to two time periods as fol-
lows: 

1
1 1 1( , ) inf : ,
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This distance function measures the maximal propor-
tional change in outputs required to make  1 1, t tx y

1t

 
feasible in relation to the reference technology at time t. 
Similarly, a distance function that measures the maximal 
change in output required to make  feasible 
in relation to the technology at time t+1 and distance 
function that measures the maximal change in output 
required to make 

 1,tx y

 ,t tx y feasible in relation to the tech-
nology at time t + 1, can be defined as follows: 
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If  , t t tx y H  then  , t t tx y H  and  ,t tx y   
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tH . 
 

2.1.2. The Malmquist TFP Index 
The Malmquist TFP index measures the TFP change 
between two data points (e.g, those of a particular prov-
ince in two adjacent time periods) by calculating the ratio 
of the distances of each data point relative to a common 
technology. We specify the output-based Malmquist pro- 
ductivity change index as the geometric mean of two 
Malmquist productivity indexes, one with technology at 
time t and other at time t + 1 as benchmarks, as follows: 

1 1
0

1 1 1 1 1
0 0

1 1 1
0 0

    ( , ; , )

( , ) ( , )

( , ) ( , )

t t t t

t t t t t t

t t t t t t

M x y x y

D x y D x y

D x y D x y

 

    

  

   
    

    

    (6) 

Note that this equation is the geometric mean of two 
TFP indexes. The first is evaluated with respect to period 
t technology and the second with respect to period t + 1 
technology. 

An equivalent way of writing this productivity index 
is: 
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where EFFCH is the relative efficiency change index 
under constant return to scale which measures the degree 
of catching up to the best-practice frontier for each ob-
servation between time period t and time period t + 1 and 
TECHCH represents the technical change index which 
measures the shift in the frontier technology between two 
time periods evaluated at tx  and 1tx  . 

Distance functions can be estimated using various 
methods which differ in the type of techniques used, the 
type of data available, and assumptions made regarding 
to the economic behavior of decision makers and the 
structure of the production technology. In this study, we 
estimate the distance functions using data envelopment 
analysis (DEA) techniques and other modifications.  
 
2.1.3. Data Envelopment Analysis (DEA) 
Given that suitable data is available, we compute the 
Malmquist productivity index using non-parametric pro-
gramming techniques. Assuming that there are k = 1, 2,..., 
K provinces that produce m = 1, ..., M outputs ,

t
m ky  us-

ing n = 1, 2, ..., N inputs at ,
t
n kx  each time period t = 

1, ..., T. The reference technology with constant return to 
scale at each time period t from the data can be as: 

 

 

 

Figure 1. Production technology Ht models. 
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where the z are the weights on the cross-section observa-
tions.  

To compute the TFP change between two periods for 
the kth province, four distance functions must be calcu-
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lated for each province: , ,  
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This approach can be further extended by decompos-
ing the constant returns-to-scale technical efficiency 
change into scale efficiency and pure technical efficiency 
components. This involves calculating further linear 
program where the convexity constraint:  is 

introduced into problems (8) to (11) above. Technical 
change (TECHCH) is computed relative to the constant 
return to scale technology. 

1 1K t
k kz 

 
2.2. The Chanced-Constrained Programming 

Model and Malmquist Total Factor  
Productivity Index (CDEA) 

 
2.2.1. Introduction 
There have been some studies on efficiency and TFP 
growth using the chance-constrained programming mod-
els. Land et al. [14] examined the basic chance-con-
strained programming model to estimate productive effi-
ciency in the case of stochastic inputs and outputs. Cop-
per et al [5] developed chance-constrained programming 
approaches to congestion in stochastic data envelopment 
analysis. They incorporated the deterministic formula-
tions used to evaluate congestion in the corresponding 
chance-constrained programming models. Chen [7] em-
ployed both deterministic and chance-constrained data 
envelopment analysis (DEA) approaches to measure the 
technical efficiency in Taiwan’s banks during the period 
of the financial crisis. He found that the 1994-1996’s 
deterministic DEA efficiency scores (0.924) were slight- 
ly higher than that of the 1998-2000 scores (0.909). His 
estimated results from deterministic DEA showed that 
there were certain productivity enhancements during the 
financial crisis period. He also showed that the chance- 
constrained DEA efficiency scores were slightly higher 
as well as the period of technological change, but not 
significantly higher than efficiency scores of determinis- 
tic DEA. 

Chen [8] employed both chance-constrained data en-
velopment analysis and stochastic frontier analysis to 
measure the technical efficiency of 39 banks in Taiwan. 
They showed that there were significant differences in 
efficiency scores between chance-constrained DEA and 
stochastic frontier production function. They also found 
that the ownership variable was still a significant vari-
able to explain the technical efficiency in Taiwan, irre-
spective of whether a DEA, chance-constrained data en-
velopment analysis or stochastic frontier analysis ap-
proach was used. Gali et al. [9] developed a chance con-
strained programming model to assist Queensland barley 
growers make varietal and agronomic decision in the 
face of changing product demands and volatile produc-
tion conditions. They showed that the analysis high-
lighted the suitability of chance constrained program-
ming to this specific class of farm decision problem. Zhu 
et al. [10] employed chance constrained programming 
models for risk-based economic and policy analysis of 
soil conservation. They showed that chance constrained 
models could provide information on the trade-offs 

Copyright © 2011 SciRes.                                                                        OJS 



N. K. MINH  ET  AL. 221

M

among pre-determined tolerance levels of soil loss, 
probability levels of satisfying the tolerance levels, and 
economic profits or losses resulting from soil conserva-
tion to soil conservation policy makers. They found that 
using chance constrained programming models, the dis-
tribution of factors being constrained had to be evaluated 
and if random variable followed a log-normal distribu-
tion could bias the results. 
 
2.2.2. The Chanced-Constrained Programming  

Model A 
The chanced-constrained programming model A based 
on the three assumptions: 

Assumption 1: Outputs are stochastic 
Based on the DEA models above, we suppose that the 

probability of the best-practice out put exceeds the ob-
served output at least by a level . It means that, the 
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Here,  0,1   is a predetermined number. 
Assumption 2: ,  is normal distributed with 

mean , and variance . 
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Then X is normal distributed. We assume that 
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Assumption 3: All outputs are stochastically inde-
pendent, the performance at one province is independ-
ent of that at another province, that is ,var( ) 1t

m hy  
for all h = 1, 2, ..., K (it means that individual province 
variability of each output is the same for all outputs  
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and at all provinces), and  for all h 
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which is equivalent to the original chance constraint:  
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2.2.3. The Chanced-Constrained Programming  

Model B 
The chanced-constrained programming model B based 
on the three assumptions: 

Assumption 4: Output is stochastic (the same as 
model A) 

Assumption 5: ,  is normal distributed with 
mean,  and variance  (the same as 
model A)  

t
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By the same arguments presented above, we have 
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In this case,  is unknown. We use its estimate, the 
sample standard deviation ̂  is: 
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(19) 

To compute the Malmquist productivity index of prov-
ince k between t and t + 1, we also use the chance-con- 
strained programming model B to calculate the following 
four modified distance functions , , 

, . 
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(20) 

 
3. Descriptive Statistics 
 
The data used in this study are provincial-level agricul-
tural outputs and inputs of 61 provinces in Vietnam for 
1995-2007.  

Data used in this study were collected mainly from 
Vietnamese General Statistical Office (GSO). Most of 
the studies on Vietnam’s agricultural efficiency or pro-
ductivity used Vietnam’s gross value of agricultural out-
put (GVA) as total value of agricultural production. 
Vietnam's GVA is defined as the sum of the total value 
of production from farming, forestry, animal husbandry, 
fishing, and sideline activities. The values of all inputs in 
agricultural production are also included in the VA. 
Therefore, the added value of agricultural output (VA) is 
used to measure the total value of Vietnam’s aggregate 
agricultural output in this paper. The data on provincial 
VA from 1995-2007 were adjusted by Vietnam’s GDP 
deflator (1994 = 100), which was derived from Viet-
namese General Statistical Office (GSO).  

The main inputs in Vietnamese agricultural production 
are labor, land, machinery, fertilizers, draft animals. 
Land refers to total cultivated areas at the end of each 
year. Labor (L) refers to total rural labor force in farming, 
forestry, animal husbandry, and sideline production but 
excluding the labor force in rural industry, construction, 
transportation, commerce, and miscellaneous occupa-
tions. Machinery (MK) refers to total power of farm 
machinery. It includes total mechanical power of ma-
chinery used in farming, forestry, animal husbandry, 
fishery, and sideline production such as plowing, har-
vesting, farm product processing, agricultural transport, 
plant protection, and stock breeding. MB refers to irri-
gating and draining machinery. Chemical fertilizers refer 
to the sum of pure or effective weight of nitrogen, phos-
phate, potast, and complex fertilizers. 
 
4. Estimated Results 
 
4.1. Classifying Models 
 
Based on this classification of agricultural technology, 

we can give definitions on the models for the empirical 
study. The chance-constrained programming model with 
three assumptions 1, 2 and 3, applied for the total sample 
is called model A. The chance-constrained programming 
model with three assumptions 4, 5 and 6, applied for the 
total sample is called model B.  

The chance-constrained programming model A or 
model B, applied for the sub-sample of Mekong tech-
nology (20 provinces) is called modelA20 or modelB20. 
The chance-constrained programming model A or model 
B, applied for the sub-sample of other technology (41 
remaining provinces) is called modelA41 or modelB41. 

Under the assumption of homogeneity technology, we 
have two models: the chance- constrained programming 
model A and model B. In this case, we denote by effA, 
effchA, techchA, tfpchA and effB, effchB, techchB, 
tfpchB the technical efficiency, efficient change, techni-
cal change and total factor productivity change, esti-
mated from the chance-constrained programming model 
A and model B, respectively. 

Under the assumption of the differences in technology, 
we have four models: modelA20, modelA41, modelB20 
and modelB41 that can be defined in the same way. 
 
4.2. Estimated Results 
 
We have programmed using Mathlab to solve these pro- 
blems.  

In this section, we present estimated results of the 
chance-constrained model A and model B and modifica-
tion of the chance-constrained programming model A or 
model B. There are the chance-constrained modelA20 
and modelB20 as well as the chance-constrained pro-
gramming modelA41 or modelB41. 
 
4.2.1. Estimated Results from the  

Chance-Constrained Programming Model A  
The estimated results from the chance-constrained pro-
gramming model A with homogenous technology and 
modelA20 and modelA41 were obtained by running 
9516 non-linear programming problems for the set of 
input-output variables from which we get the productiv-
ity index for each provinces during the period of 1995- 
2007. These results will be presented below.  
 
4.2.1.1. Estimated Results under the Assumption of  

Difference in Production Technology between 
Mekong Technology and Other Technology  

This part summaries the results obtained through chance- 
constrained programming and TFP calculations from 
model A, model A 41 and model A 20. In this study, we 
decomposed the Malmquist productivity index into the 
technical change index (techch) and efficiency change 
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(effch) index. To obtain the Malmquist productivity in-
dexes for each province and each pair of years, we used 
stochastic constrained programming modelA to compute. 

Before presenting the disaggregated results for each 
region and each province, we present the average annual 
changes of Malmquist productivity indexes and their 
components for Mekong technology provinces and other 
technology provinces over the 1995-2007 period in Ta-
ble 2. 

Recalling that tfpch indicates the degree of productiv-
ity change, then if tfpch > 1 the productivity gains occur, 
whilst if tfpch < 1 productivity losses occur. The esti-
mated results showed that the average productivity 
growths in agricultural production were at –0.1 and –0.7 
percent for provinces with other technology and Mekong 
technology, respectively. Given that tfpch is a multipli-
cative composite of effch and techch, the major cause of 
productivity improvements can be ascertained by com-
paring the values of the efficiency change and techno-
logical change indexes. Put differently, the productivity 
improvement described can be the result of efficiency 
gains, technical progress, or both (I do not understand 
this sentence). 

In the case of other-technology provinces, the overall 
decrease in productivity over the period is composed of 
an average efficiency (movement away from the frontier) 
of 0.5 percent, and average technological progress 
(downward shift of the frontier) of –0.1 percent.  

In the case of Mekong-technology provinces, the de-
cline in productivity over the period is composed of an 
average efficiency increase by 0.2 percent, and average 
technological progress (downward shift of the frontier) 
of –0.7 percent.  

Growths in technical change and in technical effi-
ciency suggest that increased total factor productivity in 

other-technology provinces arose from both the innova-
tion in technology and improvement in technical effi-
ciency.  

Decline in technical efficiency (0.5 percent) and in-
crease in technical progress (0.5 percent) suggest that 
decreased total factor productivity in other technology 
provinces from the declining in technical efficiency.  

Among the total 41 provinces in the other technology 
provinces, eighteen provinces: Hanoi, Vinh Phuc, Hai 
Duong, Cao Bang, Lao Cai, Thai Nguyen, Quang Ninh, 
Nghe An, Quang Tri, Thua-Thien-Hue, Da Nang, Quang 
Nam, Quang Ngai, Binh Dinh, Phu Yen, Gia Lai, Dak 
Lak, Lam Dong had positive average growth rates in 
total productivity during 1995-2007 period.  

Bac Ninh, Ha Tay, Ha Nam, Nam Dinh, Tuyen Quang, 
Lai Chau were provinces with negative growths in tech-
nical change, as well as in other indexes, while Hanoi, 
Lao Cai, Thai Nguyen, Quang Ninh, Quang Ngai, Binh 
Dinh were the provinces  which had improvements in 
all indexes. 

Among the Mekong-technology provinces, Binh Duo- 
ng, Ben Tre, Soc Trang had the greatest decline in total 
factor productivity since their poorest performance in 
technical change and low technical efficiency change. 

We compare the mean tfpch for Mekong technology 
group and other technology group. We found that effi-
ciency change of Mekong technology group was better 
than the other technology group.  
 
4.2.1.2. Estimated Results under the Assumption of  

Uniform Technology between Two Regions 
Malmquist Indexes 

Before presenting the disaggregated results for each 
province, we turn to a summary description of the aver-
age performance of all provinces. Looking first at the  

Table 1. Malmquist TFP results: annual sample mean (from model A). 

year techchA20 effchA20 tfpchA20 techchA41 effchA41 tfpchA41 

1995-1996 0.988 1.006 0.994 0.993 1.006 0.999 

1996-1997 1.002 0.979 0.981 0.996 1.008 1.003 

1997-1998 1.000 0.963 0.963 1.006 0.971 0.977 

1998-1999 1.002 0.995 0.998 0.993 1.006 0.998 

1999-2000 1.003 1.008 1.010 1.004 1.007 1.011 

2000-2001 0.981 1.022 1.003 1.024 0.983 1.006 

2001-2002 0.916 1.088 0.996 0.983 1.013 0.996 

2002-2003 1.008 0.995 1.003 1.014 0.974 0.988 

2003-2004 1.028 0.974 1.001 1.030 0.967 0.996 

2004-2005 1.039 0.938 0.975 1.001 1.025 1.026 

2005-2006 0.964 1.035 0.998 1.015 1.010 1.025 

2006-2007 0.977 1.022 0.999 0.998 0.971 0.969 

Average 0.992 1.002 0.993 1.005 0.995 0.999 

Note: techch20, effch20 and tfpch20 denote technical progress, average changes in technical progress and technical efficiency and tfp of 20 provinces in Me-
kong technology during 1995-2007. Techch41, effch41 and tfpch41 denote technical progress, average changes in technical progress and technical efficiency 
and tfp of 20 provinces in other technology provinces during 1995-2007. 
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Table 2. Malmquist index summary of province means (Output-Oriented Measured) (From chance-constrained program-
ming model A). 

Province effchA techchA tfpchA province effchA techchA tfpchA 

Other technology province 
Hanoi 1.005 1.000 1.004 Phu Tho 0.967 1.006 0.973 

Vinh Phuc 0.993 1.024 1.017 Lai Chau 0.993 0.998 0.991 

Bac Ninh 0.998 0.994 0.993 Son La 0.994 1.002 0.996 

Ha Tay 0.994 0.998 0.991 Hoa Binh 0.993 1.002 0.995 

Hai Duong 1.008 0.996 1.003 Thanh Hoa 0.993 1.001 0.995 

Hai Phong 0.993 1.005 0.998 Nghe An 0.980 1.020 1.000 

Hung Yen 0.993 1.003 0.996 Ha Tinh 0.992 1.007 0.998 

Thai Binh 0.993 1.003 0.996 Quang Binh 0.990 1.006 0.995 

Ha Nam 0.990 0.998 0.988 Quang Tri 0.993 1.013 1.005 

Nam Dinh 0.993 0.989 0.982 Thua Thien-Hue 0.990 1.022 1.011 

Ninh Binh 0.992 1.002 0.994 Da Nang 1.013 0.989 1.002 

Ha Giang 0.969 1.005 0.974 Quang Nam 0.997 1.008 1.005 

Cao Bang 0.993 1.009 1.002 Quang Ngai 1.021 1.006 1.027 

Bac Kan 1.039 0.929 0.965 Binh Dinh 1.029 1.019 1.049 

Tuyen Quang 0.993 0.993 0.986 Phu Yen 0.989 1.015 1.004 

Lao Cai 1.015 1.005 1.019 Khanh Hoa 0.966 1.030 0.995 

Yen Bai 0.988 1.000 0.988 Kon Tum 0.993 1.003 0.996 

Thai Nguyen 1.008 1.011 1.019 Gia Lai 0.993 1.007 1.000 

Lang Son 0.993 1.013 1.006 Dak Lak 0.993 1.023 1.016 

Quang Ninh 1.003 1.005 1.009 Lam Dong 0.993 1.032 1.025 

Bac Giang 0.968 1.005 0.973 Mean 0.995 1.005 0.999 

Mekong  technology province 
Ninh Thuan 1.000 0.981 0.981 Tra Vinh 1.000 0.994 0.994 

Binh Thuan 1.027 1.006 1.033 Vinh Long 1.000 0.976 0.976 

Binh Phuoc 1.000 1.047 1.047 Dong Thap 1.000 0.982 0.982 

Tay Ninh 0.995 0.995 0.990 An Giang 1.006 1.001 1.007 

Binh Duong 0.957 0.974 0.932 Kien Giang 1.001 0.992 0.992 

Dong Nai 0.994 0.976 0.970 Can Tho 1.002 0.969 0.971 

Ba Ria - Vung Tau 1.010 1.011 1.021 Soc Trang 0.996 0.982 0.978 

.Ho Chi Minh City 1.000 0.984 0.984 Bac Lieu 1.007 1.029 1.037 

Long An 0.999 1.035 1.034 Ca Mau 1.042 0.962 1.002 

Tien Giang 0.999 0.976 0.975 Mean 1.002 0.992 0.993 
Ben tre 0.999 0.973 0.973     

Sources: Authors’ estimate. 

tfpch columns of Table 3, we see that productivity in-
creased  slightly in years 1997, 2001, 2002, 2003 and 
2004. The values of Malmquist indexes in 1997, 2001 
and 2003 were greater than 1 because of improvements 
in the technical efficiency. While the value of Malmquist 
index in 2004 was greater than 1 because of the im-
provements in the technical progress  

Turning to the variation of TFP within the sample for 
individual provinces is even more striking as can be seen 
in the Table 5.  

Dak Lak, Binh Phuoc experienced the highest growth 
in both total productivity and technical change, followed 
by Lam Dong, Binh Dinh, Ha Nam and Ninh Binh had 
the largest improvement in technical progress, but it also 
showed a large decline in technical efficiency. (This 
sentence should be rewritten). 

Ca Mau, An Giang, Quang Ninh and Son La had the 
largest gain in technical efficiency, while their technical 
progresses suffered the great decline. Thai Binh is the 
largest agricultural province in other technology category, 
experienced the large fall in technical progress. 
 
4.2.2. Estimated Results from the  

Chance-Constrained Programming Model B 
This part summaries the results obtained through the 
chance-constrained programming and TFP calculations 
from model B, modelB41 and modelB20. The disaggre- 
gated results for each region and province in Mekong 
technology provinces and other technology provinces 
over the 1995-2007 period are given in Table 6. 

The estimated results from the model B show that the 
average productivity growths in agricultural production  
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Table 3. Malmquist TFP results: annual sample averages. 

Year effchA techchA tfpchA Year effchA techchA tfpchA 

1995-1996 1.232 0.771 0.949 2002-2003 1.019 0.992 1.011 

1996-1997 1.084 0.946 1.026 2003-2004 0.976 1.029 1.005 

1997-1998 0.951 1.032 0.982 2004-2005 0.943 1.050 0.990 

1998-1999 0.925 1.051 0.972 2005-2006 1.034 0.936 0.968 

1999-2000 0.886 0.988 0.875 2006-2007 1.176 0.815 0.959 

2000-2001 1.161 0.905 1.051 Mean 0.990 0.997 0.987 

2001-2002 1.026 0.971 0.997     

Table 4. Average annual changes of Malmquist indexes under homogenous technology by provinces, 1995-2007 (Output-ori- 
ented) from chance-constrained programming model A. 

Province techchA effchA tfpA Province techchA effchA tfpA 

Hanoi 0.976 1.008 0.984 Da Nang 0.980 0.976 0.956 

Vinh Phuc 0.987 1.000 0.987 Quang Nam 0.979 1.002 0.981 

Bac Ninh 0.983 1.002 0.985 Quang Ngai 0.964 1.028 0.991 

Ha Tay 0.978 1.000 0.978 Binh Dinh 1.009 1.021 1.031 

Hai Duong 0.974 1.013 0.986 Phu Yen 1.012 0.988 1.000 

Hai Phong 0.987 1.000 0.987 Khanh Hoa 1.046 0.962 1.006 

Hung Yen 0.973 1.019 0.992 Kon Tum 0.977 0.977 0.954 

Thai Binh 0.951 1.064 1.012 Gia Lai 1.041 0.977 1.017 

Ha Nam 1.014 0.972 0.986 Dak Lak 1.058 1.000 1.058 

Nam Dinh 0.981 0.994 0.975 Lam Dong 1.031 1.010 1.041 

Ninh Binh 1.005 0.979 0.984 Ninh Thuan 1.024 0.976 1.000 

Ha Giang 0.993 0.961 0.954 Binh Thuan 1.016 0.984 1.000 

Cao Bang 0.969 1.007 0.976 Binh Phuoc 1.040 1.011 1.051 

Bac Kan 0.965 0.960 0.926 Tay Ninh 1.000 1.000 1.000 

Tuyen Quang 0.978 1.008 0.985 Binh Duong 0.999 0.961 0.960 

Lao Cai 0.995 1.027 1.022 Dong Nai 1.017 1.001 1.018 

Yen Bai 0.985 0.971 0.957 Ba Ria-Vung Tau 1.035 0.987 1.022 

Thai Nguyen 0.981 1.015 0.996 Ho Chi Minh City 1.001 1.000 1.001 

Lang Son 0.971 1.013 0.984 Long An 0.979 0.992 0.971 

Quang Ninh 0.967 1.019 0.985 Tien Giang 0.990 0.995 0.985 

Bac Giang 0.973 0.976 0.950 Ben tre 0.979 1.000 0.979 

PhuTho 0.967 0.989 0.955 Tra Vinh 0.982 1.003 0.986 

Lai Chau 0.973 0.973 0.948 Vinh Long 0.978 1.000 0.978 

Son La 0.987 1.012 0.998 Dong Thap 0.988 1.000 0.988 

Hoa Binh 0.986 1.009 0.994 An Giang 0.982 1.018 0.999 

Thanh Hoa 0.981 1.000 0.981 Kien Giang 0.993 1.000 0.993 

Nghe An 0.976 1.004 0.981 Can Tho 0.969 1.000 0.969 

Ha Tinh 0.986 0.989 0.975 Soc Trang 0.990 0.968 0.958 

Quang Binh 0.984 0.988 0.973 Bac Lieu 0.999 1.020 1.018 

Quang Tri 1.006 0.972 0.977 Ca Mau 0.938 1.024 0.960 

Thua-Thien-Hue 1.007 0.991 0.997 Average 0.990 0.997 0.987 

 
are at –1.3 and 0 percent for provinces with other tech-
nology and Mekong technology, respectively.  

In the case of other-technology provinces, the overall 
decrease in productivity over the period is due to the 
decline in technical efficiency (1.4 percent). 

In the case of Mekong-technology provinces, un-
changed in productivity over the period is composed of 
an average efficiency increase in technology progress by 
0.1 percent, decrease in technical efficiency by 0.1 per-

cent. (This sentence should be changed) 
Among the total 41 provinces in the other technology 

provinces, eight provinces: Ha Tay, Cao Bang, Tuyen 
Quang, Lang Son, Quang Binh, Da Nang, Khank Hoa, 
Gia Lai and Lam Dong had negative average growth 
rates in technological progress during 1995-2007 period.  

Hanoi, Bac Ninh, Hai Duong, Ninh Binh, Lao Cai, 
Yen Bai, Thai Nguyen Son La, Hoa Binh, Ha Tinh, 

uang Tri Quang Ngai, Binh Dinh, Phu Yen, Kon Tum  Q    
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Table 5. Malmquist index summary of province means (Output-Oriented Measured) (From chance-constrained program-
ming model B). 

province effchB techchB tfpchB province effchB techchB tfpchB 
Other technology province 

Hanoi 1.001 1.001 1.002 Phu Tho 0.992 1.004 0.996 
Vinh Phuc 0.999 1.006 1.005 Lai Chau 0.992 1.007 0.999 
Bac Ninh 1.000 1.001 1.001 Son La 1.000 1.000 1.000 
Ha Tay 0.592 0.994 0.589 Hoa Binh 1.000 1.001 1.000 

Hai Duong 1.000 1.001 1.001 Thanh Hoa 0.999 1.001 1.001 
Hai Phong 0.999 1.001 1.000 Nghe An 0.998 1.002 1.000 
Hung Yen 0.999 1.002 1.001 Ha Tinh 1.000 1.001 1.000 
Thai Binh 0.998 1.001 0.999 Quang Binh 0.999 0.996 0.995 
Ha Nam 0.999 1.001 1.000 Quang Tri 1.000 1.001 1.000 

Nam Dinh 0.999 1.002 1.000 Thua Thien-Hue 0.996 1.014 1.009 
Ninh Binh 1.000 1.001 1.001 Da Nang 0.996 0.993 0.988 
Ha Giang 0.989 1.033 1.022 Quang Nam 0.999 1.004 1.004 
Cao Bang 1.000 0.983 0.983 Quang Ngai 1.004 1.019 1.023 
Bac Kan 0.970 1.004 0.974 Binh Dinh 1.001 1.000 1.001 

Tuyen Quang 1.000 0.999 0.999 Phu Yen 1.000 1.002 1.002 
Lao Cai 1.000 1.000 1.000 Khanh Hoa 0.999 0.992 0.991 
Yen Bai 1.000 1.000 1.000 Kon Tum 1.000 1.009 1.010 

Thai Nguyen 1.000 1.001 1.001 Gia Lai 1.012 0.982 0.994 
Lang Son 0.998 0.997 0.995 Dak Lak 1.003 1.009 1.012 

Quang Ninh 0.991 1.001 0.992 Lam Dong 1.002 0.983 0.985 
Bac Giang 0.999 1.001 1.000 Mean 0.986 1.001 0.987 

Mekong technology province 

Ninh Thuan 1.000 1.000 1.000 Tra Vinh 0.999 1.001 1.001 

Binh Thuan 0.999 1.001 1.000 Vinh Long 1.000 1.001 1.001 

Binh Phuoc 1.003 1.001 1.004 Dong Thap 1.002 1.000 1.002 

Tay Ninh 1.003 1.001 1.004 An Giang 1.000 0.999 1.000 

Binh Duong 0.989 1.000 0.989 Kien Giang 1.003 1.000 1.004 

Dong Nai 0.998 1.002 1.000 Can Tho 0.999 1.003 1.001 

Ba Ria-Vung Tau 0.999 1.002 1.000 Soc Trang 0.993 1.002 0.994 

.Ho Chi Minh City 1.000 1.000 1.000 Bac Lieu 1.000 1.000 1.000 

Long An 1.001 1.001 1.002 Ca Mau 1.000 1.000 1.000 

Tien Giang 0.999 1.000 0.999 Mean 0.999 1.001 1.000 

Ben tre 0.999 1.000 0.999     

Table 6. Mean efficiency and mann-whitney test. 

Model A Model B 
Region Mann-Whitney Test Region Mann–Whitney Test Period/group 

effA41 effA20 Z P-value effB41 effB20 Z P-value 
1995 0.9431 0.9199 –0.600 0.549 0.9144 0.9426 –5.075 0.0000 

1996 0.8782 0.9067 –1.708 0.088 0.9358 0.9313 –4.006 0.0000 

1997 0.8768 0.9116 –1.954 0.050 0.9329 0.9328 –3.885 0.0001 

1998 0.8767 0.9115 –2.169 0.030 0.9339 0.9328 –4.013 0.0001 

1999 0.846 0.9056 –2.652 0.008 0.9315 0.9320 –3.991 0.0001 

2000 0.8341 0.8651 –1.622 0.105 0.9281 0.9285 –4.066 0.0000 

2001 0.8397 0.8438 –0.722 0.470 0.9300 0.9294 –4.171 0.0000 

2002 0.8613 0.8601 –0.999 0.3176 0.9305 0.9348 –4.661 0.0000 

2003 0.8746 0.9245 –2.077 0.038 0.9323 0.9390 –4.954 0.0000 

2004 0.8613 0.9204 –1.632 0.102 0.9301 0.9383 –4.774 0.0000 

2005 0.8642 0.8994 –1.294 0.196 0.9274 0.9347 –4.623 0.0000 

2006 0.8479 0.8513 –0.884 0.377 0.9197 0.9332 –4.119 0.0000 

2007 0.8538 0.8916 –1.414 0.1573 0.9219 0.9375 –4.759 0.0000 

Average 0.843 0.938 –0.599 0.549 0.928 0.934 –5.030 0.000 

S  ources: Authors’ calculations. 
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and Dak Lak had improvements in all three indexes. 

Among the Mekong-technology provinces, Ninh 
Thuan, Binh Phuoc, Tay Ninh, Ho Chi Minh City, Long 
An, Vinh Long, Dong Thap, Ang Giang, Kien Giang, 
Bac Lieu and Ca Mau had improvement in all three in-
dexes. 

In other technology, Bac Kan, Lang Son, Quang Ninh, 
Phu Tho, and Da Nang and Binh duong, Soc Trang in 
Mekong technology had the greatest decline in total fac-
tor productivity since their poorest performances in tech-
nical efficiency change. 
 
4.3. Comparing Technical Efficiency between 

two Technologies under the Assumption of 
Different Technologies  

 
4.3.1. Comparing Technical Efficiency between  

Mekong Technology Provinces and Other  
Technology Provinces from  
Chanced-Constrained Programming Model A 
and Model B 

In this part, we conduct a Mann-Whitney test to verify 
whether the two samples above (Mekong technology 
province sample and other technology sample) were 
drawn from the same productivity change populations. 
The Mann-Whitney test is one of the non-parameter sta-
tistical methods used to test the same mean between two 
groups.  

The results of Mann-Whitney test for each period, es- 
timated from model A and model B are presented in the 
Table 7 below.  

The fifth column of Table 5 shows that the Mekong 
technology category and the other technology category 
are not significantly different in the years 2000, 2001, 
2002, 2004, 2005, 2006, 2007 and average efficiency, 
except for 1995, 1996, 1997, 1998, 1999, 2003, from the 
chance-constrained programming modelA20 and modelA40. 
(This sentence should be changed). 

From the chance-constrained programming model B, 
the p-value of Mann-Whitney test presented in the last 
column indicates that the differences between the Me- 
kong technology category and other technology category 

are more significant. They are significantly different at 
1% level 0. 
 
4.3.2. Detecting Stable Efficiency Rakings under the 

Assumption of Homogenous Technology from 
the Chance-Constrained Model A and Model B  

 
4.3.2.1. Average Technical Efficiency from Two Models 
The results of estimating average technical efficiency 
from the chance-constrained model A and model B are 
presented in Table 8. Estimated results show that there is 
a large variation in the estimated derived. 

Estimated results from the chance-constrained pro-
gramming model A are more variation than those from 
model B. The minimum estimate is 0.4882 during for the 
period of studying, while the overall provinces average 
recorded during the period is at 0.8479. 

For the chance-constrained model B, the estimated re-
sults is a small variation (This should be changed). The 
minimum estimate is 0.7901, while the maximum esti-
mate is only 0.9295 

Table 8 illustrates the frequent distributions of aver-
age technical efficiency over period of 1995 - 2007 from 
two models. The mean technical efficiencies of four out 
of thirteen years from the model A and model B fall 
within the ranges of 82% - 84% and 90% - 91%, respec-
tively. 
 
4.3.2.2. Detecting the Stability of Efficiency Ranking 

between Provinces from Two Models 
From the estimated results, we observed that while some 
provinces exhibit an upward trend in their efficiency  

Table 7. Average technical efficiency scores during 1995- 
2007 estimated from two models. 

Variable Obs Mean Std. Dev. Min Max 

effB 61 0.9082 0.0242 0.7901 0.9295

effA 61 0.8479 0.1431 0.4882 0.9904

Sources: Authors’ calculations. Where effA = average technical efficiency, 
estimated from the chance-constrained model A. effB = average technical 
efficiency, estimated from the chance-constrained model B. 

Table 8. Frequency distribution of average technical efficiency from two models. 

effA   Cumulative effB   Cumulative 

Value Count Percent Count Percent Value Count Percent Count Percent 

[0.8, 0.82) 2 15.38 2 15.38 [0.89, 0.9) 2 15.38 2 15.38 

[0.82, 0.84) 4 30.77 6 46.15 [0.9, 0.91) 6 46.15 8 61.54 

[0.84, 0.86) 3 23.08 9 69.23 [0.91, 0.92) 4 30.77 12 92.31 

[0.86, 0.88) 3 23.08 12 92.31 [0.92, 0.93) 1 7.69 13 100.00 

[0.88, 0.9) 1 7.69 13 100.00 Total 13 100.00 13 100.00 

Total 13 100.00 13 100.00      

S   ources: Authors’ calculations. 
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ratings during the period of 1995-2007, most of the 
provinces do not seem to consistently conform to such a 
trend. 

We apply Kruskal-Wallis Non-parametric Analysis of 
Variance (ANOVA) test to find the relative efficiency 
rank position between provinces.  

For this test, there are N “populations” (or 61 prov-
inces in this study) and 13 years (K), simultaneously 
under investigation and the null hypothesis is that all N 
“populations” have the same distribution of ratings. This 
test statistic is distributed according to a x2 distribution 
with (N-1) degree of freedom. 

The values of the Kruskal-Wallis test statistic that 
correspond to the overall ranks from the chance-con- 
strained model A and the chance-constrained model B 
are H = 592.85 and 623.04, respectively which, when 
compared to  = 91.9517 does allow the 
rejection of the null hypothesis of identical distribution 
of efficiency ranking for all 61 provinces at a level of 
significance 0.005. Our estimated mean values of tech-
nical efficiency from both approaches for some prov-
inces are higher than those of them in the study period. 

2
(60) (0.005)

From Table 9 and by using their overall sum-of-ranks 
from the chanced-constrained programming model A, the 
61 provinces can be ordered from the highest to lowest 
ranks as follow: Vinh Long, Ben Tre, Kien Giang, Tay 
Ninh, Thai Binh, Hai Phong and Tien Giang. Similarly, 
by using their overall sum-of-ranks from the chanced- 

constrained programming model B, the 61 provinces can 
be ordered as: Vinh Long, Kien Giang, Tien Giang, Thai 
Binh, Dong Nai, Ben Tre, and An Giang. This means 
that Vinh Long exhibited the overall largest average rank 
from both models. 
 
4.4. Comparing Chanced-Constrained  

Programming Model A and Model B Results  
 
The two models used here to decompose TFP growth 
into technical efficiency change and technical progress 
from the sample production of the provinces are based on 
the differences in the third assumption.  
 
4.4.1. Testing for the Efficiency Differences between 

the Stochastic-Constrained Programming 
Model A and Model B  

In this part we consider two types of models: a) the sto-
chastic- constrained programming model A and model B 
for the whole sample; b) the stochastic- constrained pro-
gramming model A and model B for the Mekong tech-
nology with the sample size to be 20; the stochastic- 
constrained programming model A and model B for the 
other technology with the sample size to be 41. The 
agreements or disagreements in the efficiency scores 
estimated from these two types of models can be exam-
ined by using banker’s asymptotic DEA efficiency tests 
and Welch’s mean test. These results are presented in  

Table 9. Some of rank matrix for province productivity over time. 

Province effA effB Province effA effB Province effA effB 

Hanoi 3037 2905 Thai Binh 8790 9222 Tuyen Quang 6194 4431

Vinh Phuc 7898 6144 Ha Nam 2629 3206 Lao Cai 6676 3347

Bac Ninh 5441 5797 Nam Dinh 5941 7035 Yen Bai 6584 3901

Ha Tay 7869 8692 Ninh Binh 3691 4320 Thai Nguyen 4508 4432

Hai Duong 7190 7878 Ha Giang 5870 2384 Lang Son 3883 4335

Hai Phong 8681 7235 Cao Bang 5225 3772 Quang Ninh 1358 1132

Hung Yen 8405 7257 Bac Kan 1518 768 Bac Giang 3959 5043

Phu Tho 6737 5228 Quang Binh 2807 1512 Phu Yen 829 1208

Lai Chau 2992 1274 Quang Tri 2573 2708 Khanh Hoa 1255 1768

Son La 6987 5462 Thua Thien-Hue 238 479.5 Kon Tum 2106 1689

Hoa Binh 5954 4800 Da Nang 5122 1485 Gia Lai 4286 7311

Thanh Hoa 7219 8101 Quang Nam 3050 4335 Dak Lak 3317 6965

Nghe An 6835 8802 Quang Ngai 567 855 Lam Dong 2553 5692

Ha Tinh 6957 5984 Binh Dinh 1433 2515 Ninh Thuan 3846 2830

Binh Thuan 2161 4370 Long An 2390 6195 Kien Giang 9495 9394

Binh Phuoc 4477 6282 Tien Giang 8468 9302 Can Tho 7659 6123

Tay Ninh 9237 8463 Ben tre 9683 8848 Soc Trang 5599 6902

Binh Duong 5600 5577 Tra Vinh 5829 7899 Bac Lieu 4790 3780

Dong Nai 8903 9142 Vinh Long 9742 9397 Ca Mau 5917 2383

Ba Ria-Vung Tau 2637 3423 Dong Thap 6925 7286    

.Ho Chi Minh City 8016 6996 An Giang 4292 8834    

S  ources: Authors’ calculations. 
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Table 10. 

The computed results from the Table 10 show that the 
chance-constrained programming model A measure- 
ments have a different efficiency score from the chance- 
constrained programming model B, except the chance- 
constrained modelA20 and the chance-constrained mo- 
delB20. As it can be seen from the Table 10, only one 
case of Me Kong technology, Banker’s DEA test with 
the exponential type the F-statistics (1.627) is less than 
the critical value (1.69), so the chance-constrained mo- 
delA20 measurement does not have a different efficiency 
score from the chance-constrained modelA20 measure- 
ment.  
 
4.4.2. Comparing the Malmquist Indexes Estimated 

from Two Models for Period 1995-2007 
The agreements or disagreements in the total factor pro-
ductivity indexes and their components estimated from 
two models: the stochastic-constrained programming 
model A and model B will be examined in this part. 

For comparison, we also calculate the Malmquist in-
dexes based on the assumption of homogenous technol-
ogy for all 61 provinces (in Table 12) and Figure 2. 

Figure 2 shows the evaluation of average Malmquist 
indexes during the period of studying from different 

models. Efficiency, technological and total factor pro-
ductivity change estimated from two models seem to be 
different from each other. However, tfpch index from the 
chance-constrained model B is more stable than those 
from the chance-constrained model A. We can see that 
the three lines: techchB, effchB and tfpchB from model 
B almost coincide, which indicates that the change in 
TFP from two model B has been impacted by changes in 
both technical and efficiency during 1995-2007. 

However, this is not the case for the components in the 
decompositions of the Malmquist indexes from model A. 
The measure techchA show much more volatility than 
what of the techchB. 

In the Table 11 we compute the Malmquist indexes 
and the corresponding technical change and efficiency 
change components for periods 1995-2007 from two 
models.  

As indicated in Table 12, there was a mean annual 
decrease in total factor productivity of 0.13 percent for 
model A and 0.031 percent for model B over the period 
1995-2007. Given that the Malmquist index of produc-
tivity change (tfpch) is a multiplicative composite of 
efficiency change (effch) and technological change 
(techch), the major cause of productivity decrease can be 
scertained by comparing the values of the efficiency  

Table 10. Summary of efficiency difference test results from the chance-constrained model A and the chance-constrained 
model B. 

Homogeneity technology  
N1 = N2 = 61 

Me Kong technology  
N1 = N2 = 20 

Other technology  
N1 = N2 = 41 Classification test procedure 

ineffA61 vs 
ineffB61 

Critical value ineffA20 vs 
ineffB20

Critical Value ineffA41 vs 
ineffB41 

Critical Value

Banker’s 
i

Exponential 1.657 1.35 1.627 1.69 1.430 1.35 

DEA tests Half-normal Type 4.808 1.47 4.323 2.12 1.942 1.53 
Welch’s degree = 60 3.248 1.65 2.253 1.65 11.34 1.65 

Sources: Authors’ calculations. 

 

Figure 2. Malmquist TFP results from two models. 
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Table 11. Malmquist index summary of annual means from two models, for period 1995-2007. 

 Chance-constrained model A Chance-constrained model B 

Year effchA techchA tfpchA effchB techchB tfpchB 

1995-1996 1.2320 0.7707 0.9495 1.0016 0.9981 0.9997 

1996-1997 1.0841 0.9465 1.0260 0.9873 1.0066 0.9938 

1997-1998 0.9511 1.0323 0.9818 1.0060 0.9930 0.9990 

1998-1999 0.9251 1.0507 0.9719 0.9878 1.0017 0.9895 

1999-2000 0.8860 0.9881 0.8754 1.0023 0.9960 0.9983 

2000-2001 1.1611 0.9050 1.0507 1.0070 0.9908 0.9978 

2001-2002 1.0264 0.9709 0.9965 1.0034 0.9952 0.9986 

2002-2003 1.0188 0.9925 1.0111 1.0034 0.9955 0.9990 

2003-2004 0.9764 1.0294 1.0051 0.9941 1.0027 0.9967 

2004-2005 0.9434 1.0496 0.9902 0.9988 0.9973 0.9960 

2005-2006 1.0345 0.9355 0.9677 1.0061 0.9924 0.9985 

2006-2007 1.1765 0.8152 0.9590 0.9788 1.0181 0.9965 

Mean 0.9900 0.9967 0.9870 0.9980 0.9989 0.9969 

 
Table 12. Summary of correlation between the alternative 
Malmquist indexes. 

 tfpchA tfpchA41 tfpchA20 

tfpchB 
0.1078  
(0.408) 

  

tfpchB41  
0.114  

(0.488) 
 

tfpchB20   
0.570  

(0.009) 

Note: tfpchA: Total factor productivity change, estimated from model A. 

change and technological change indexes.  
In the case of model B, the overall decrease (0.031 

percent) in productivity over the period 1995-2007 is 
composed of an average efficiency decrease 0.02 percent, 
and average decrease in technical change of 0.11 percent. 

In the case of model A, the overall improvements in 
productivity over the periods 1996-1997, 2000-2001, 
2002-2003 are composed of an average efficiencies in- 
crease of 8.8, 16.11, 1.88 percents and average decrease 
in technical changes of 0.535, 0.95, 0.7 percents, respec-
tively. But the overall improvement in productivity over 
the periods 2003-2004 is composed of an average effi-
ciency decease of 0.236 percent and average technologi-
cal progress of 2.94 percent. 

Table 12 summaries the correlation between the 
Malmquist indexes from models A, modelA41, modelA20 
and model B, modelB41 and modelB20. 

From the table, we observe that although the correla-
tion between Malmquist indexes is positive, it is not very 
high, except tfpchA20 and tfpchB20. It shows that they 
are much less correlation. Thus, there is little discrep-
ancy between the two Malmquist indexes estimated from 
chance-constrained model A and model B since the 
chance-constrained frontier of models A and B are dif-
ferent.  

5. Conclusions 
 
In this paper an attempt has been made to assess the ag-
ricultural total factor productivity by province via six 
models: the chance-constrained programming modelA, 
modelA20, modelA41 and model B, modelB20, modelB41 
and compares the efficiency, total factor productivity 
estimates obtained from the models. 

According to the regional characteristics of agricul-
tural production in Vietnam was classified into Mekong 
technology and other regional technology categories. The 
Malmquist index was used to measure productivity 
growth in this study.  

The primary objective in this study is to decompose 
the total factor productivity change of Vietnamese agri-
culture by province into technical change and technology 
progress by using the chance-constrained programming 
models with two kinds of assumptions. This decomposi-
tion allows us to identify the contributions of technical 
change and improvement in technical efficiency to pro-
ductivity growth in Vietnamese production. 

The results from estimated technical efficiency sug-
gest that, over the data period, some provinces operated 
at or near frontier in at least some of years studies. 
Moreover, the average technical efficiency in the most 
year is around 0.8 to 0.9 from two models. Our results 
indicate that there are significant statistical differences 
between technical efficiency estimates across years in the 
panel. There are substantial differences in overall per-
formance between provinces. The potential production 
differences between the highly efficient provinces and 
the least efficient are generally consistent with the poten-
tial for an increasing output on the less efficient prov-
inces without changing the level of their input use. 
The results from the Kruskal-Wallis test statistic sug-

gest that we reject the null hypothesis of identical distri-
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bution of efficiency ranking for all 61 provinces at a 
level of significance 0.005 and some of the provinces 
exhibited consistently better economic performance than 
the others. 

Other finding of this study shows that during the thir-
teen sample years, TFP growth estimated from two mod-
els (the chance-constrained programming model A and 
model B) was dominant in the Ho Chi Minh City. This 
was mainly due to technical change rather than effi-
ciency change from model A and due to both technical 
change and efficiency change from model B. 

The Malmquist results also show that production fron-
tier has contracted by around 1.3 percent and 0.31 per-
cent from the chance-constrained model A and model B, 
respectively, a year on average over the sample period. 
This results can be explained by substantial changes that 
occurred in 1995-1996, 2000-2001 from both models.  

The decline in productive potential could be explained 
by a general reduction in the quality of managerial deci-
sion-making among best practice provinces, infrastruc-
ture or irrigation system or climate change.... 

General conclusion from this study is that in the agri-
cultural sector technical change or exploiting advanced 
technology is critical for each province. Knowledge and 
innovation can play an important role in increasing tech- 
nical efficiency in an organization’s production proc- 
esses. 
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Appendix A: DEA Results 
 
This part summaries the results obtained through DEA results and TFP calculations.  

Table A1. Malmquist TFP results: annual sample averages. 

year effch techch Tfpch year Effch Techch Tfpch 

1996 0.98 0.989 0.973 2003 1 0.926 0.928 

1997 1.02 0.981 1.005 2004 1.01 0.989 0.995 

1998 0.99 1.001 0.992 2005 0.96 1.065 1.026 

1999 0.94 1.032 0.967 2006 1 1.162 1.167 

2000 1 0.943 0.938 2007 0.9 1.084 0.977 

2001 1.03 1.004 1.032 mean 0.99 1.015 1.001 

2002 1.01 1.027 1.036     
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Table A2. Malmquist index summary of province means from DEA results (Output-Oriented Measured). 

Province effch techch tfpch Province effch techch tfpch 

   Other technology    

Ha Noi 0.986 1.001 0.987 Phu Tho 0.989 1.002 0.990 

Vinh Phuc 1.000 1.019 1.019 Lai Chau 0.973 1.001 0.975 

Bac Ninh 0.997 0.997 0.994 Son La 1.004 0.999 1.003 

Ha Tay 1.001 0.994 0.995 Hoa Binh 1.012 0.994 1.006 

Hai Duong 1.005 1.001 1.006 Thanh Hoa 1.000 0.994 0.994 

Hai Phong 1.000 1.001 1.001 Nghe An 1.005 0.998 1.002 

Hung Yen 0.997 1.000 0.996 HaTinh 0.996 1.003 0.998 

Thai Binh 1.000 1.000 1.000 Quang Binh 0.973 1.012 0.985 

Ha Nam 0.976 1.006 0.982 Quang Tri 0.988 1.009 0.997 

Nam Dinh 1.000 0.988 0.988 Thua Thien-Hue 0.951 1.048 0.997 

Ninh Binh 0.979 1.012 0.991 Da Nang 0.970 1.008 0.977 

Ha Giang 0.966 1.011 0.977 Quang Nam 0.993 1.004 0.997 

Cao Bang 1.015 1.013 1.028 Quang Ngai 0.973 1.028 1.000 

Bac Kan 0.963 0.977 0.941 Binh Dinh 1.004 1.031 1.035 

Tuyen Quang 1.000 0.990 0.990 Phu Yen 0.967 1.033 0.998 

Lao Cai 1.000 1.024 1.024 Khanh Hoa 0.968 1.035 1.002 

Yen Bai 0.991 1.003 0.994 Kon Tum 0.991 0.989 0.980 

Thai Nguyen 1.007 1.007 1.014 Gia Lai 1.000 1.003 1.003 

Lang Son 1.021 1.011 1.032 Dak Lak 1.000 1.023 1.023 

Quang Ninh 0.972 1.032 1.002 Lam Dong 1.000 1.034 1.034 

Bac Giang 0.979 1.007 0.986 Average 1.034 1.00 1.034 

  Mekong Technology     

Ninh Thuan 0.976 1.007 0.983 Ben tre 1.000 0.973 0.973 

Binh Thuan 0.986 1.031 1.017 Tra Vinh 1.006 1.003 1.009 

Binh Phuoc 1.011 1.045 1.056 Vinh Long 1.000 0.976 0.976 

Tay Ninh 1.000 0.989 0.989 Dong Thap 1.000 0.983 0.983 

Binh Duong 0.970 0.979 0.950 An Giang 1.018 1.000 1.018 

Dog Nai 1.006 0.987 0.993 Kien Giang 1.000 0.991 0.991 

Ba Ria-Vung Tau 0.987 1.044 1.030 Can Tho 1.000 0.969 0.969 

.Ho Chi Minh City 1.000 0.990 0.990 Soc Trang 0.971 1.004 0.974 

Long An 0.992 1.030 1.022 Bac Lieu 1.014 1.017 1.031 

Tien Giang 1.000 0.973 0.973 Ca Mau 1.000 0.959 0.959 

    Average 0.997 0.997 0.994 

Table A3. Average annual changes of Malmquist indexes under homogenous technology by provinces, 1995-2007 (Output- 
oriented) from DEA results. 

province effch techch tfpch province effch techch tfpch 

Hanoi 1 1.024 1.02 Da Nang 0.963 0.995 0.958 

Vinh Phuc 0.99 0.979 0.972 Quang Nam 0.986 1.004 0.99 

Bac Ninh 0.99 1.015 1 Quang Ngai 1.003 1.013 1.016 

Ha Tay 0.99 0.998 0.99 Binh Dinh 1.003 1.048 1.051 

Hai Duong 0.99 1.002 0.99 Phu Yen 0.968 1.033 1 

Hai Phong 1 1.033 1.033 Khanh Hoa 0.953 1.043 0.994 

Hung Yen 1 1.025 1.025 Kon Tum 0.95 1.015 0.965 

Thai Binh 0.98 1.018 0.993 Gia Lai 0.982 1.058 1.039 

Ha Nam 0.97 1.022 0.989 Dak Lak 0.977 1.055 1.03 

Nam Dinh 0.98 0.994 0.969 Lam Dong 0.996 1.058 1.053 

Ninh Binh 0.97 1.013 0.977 Ninh Thuan 0.961 1.052 1.011 

Ha Giang 0.96 0.869 0.833 Binh Thuan 0.966 1.053 1.018 

Cao Bang 1 1.002 1.001 Binh Phuoc 1.003 1.081 1.084 

Bac Kan 0.94 1.014 0.951 Tay Ninh 1 1.057 1.057 

Tuyen Quang 0.99 0.996 0.985 Binh Duong 1 1.066 1.066 
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Lao Cai 1 1.018 1.018 Dong Nai 1.014 1.042 1.057 
Yen Bai 0.97 0.965 0.939 Ba Ria-Vung Tau 0.974 1.049 1.022 

Thai Nguyen 1 1.019 1.023 Ho Chi Minh City 0.998 1.041 1.039 

Lang Son 0.99 1.028 1.015 Long An 0.979 1.045 1.024 

Quang Ninh 1.03 0.998 1.023 Tien Giang 0.978 1.002 0.98 

Bac Giang 0.95 1.02 0.969 Ben Tre 0.976 1.014 0.99 

Phu Tho 0.99 0.925 0.915 Tra Vinh 1.02 1.019 1.039 

Lai Chau 0.99 1.019 1.003 Vinh Long 1 0.98 0.98 

Son La 1.02 0.987 1.004 Dong Thap 1.001 1.04 1.042 

Hoa Binh 1.02 1.005 1.022 An Giang 0.996 1.035 1.031 

Thanh Hoa 1 0.985 0.985 Kien Giang 1 1.02 1.02 

Nghe An 1 0.996 0.996 Can Tho 1 1.022 1.022 

HaTinh 0.99 0.996 0.981 Soc Trang 0.971 1.038 1.008 

Quang Binh 0.98 1.009 0.991 Bac Lieu 1.003 1.028 1.031 

Quang Tri 0.97 1.016 0.988 Ca Mau 1 0.904 0.904 

Thua Thien-Hue 0.96 1.05 1.007 Mean 0.987 1.015 1.001 

 
Appendix B: Estimated Results from Chance-Constrained Programming Model B 
 
Table B1. Average annual changes of Malmquist indexes under homogenous technology by provinces, 1995-2007 (Output - 
oriented) from chance-constrained programming model B. 

province effchB techchB tfpchB Province effchB techchB tfpchB 

Hanoi 1.002 0.991 0.993 Da Nang 0.998 1.002 1.000 

Vinh Phuc 1.000 1.000 1.000 Quang Nam 1.000 1.000 1.000 

Bac Ninh 1.000 1.000 1.000 Quang Ngai 1.005 0.964 0.969 

Ha Tay 0.999 1.001 1.000 Binh Dinh 1.009 0.988 0.996 

Hai Duong 1.000 1.000 1.000 Phu Yen 0.986 0.984 0.970 

Hai Phong 1.000 1.000 1.000 Khanh Hoa 0.982 1.011 0.993 

Hung Yen 1.000 1.000 1.000 Kon Tum 1.000 0.975 0.975 

Thai Binh 0.999 1.001 1.000 Gia Lai 1.000 1.000 1.000 

Ha Nam 1.000 1.001 1.001 Dak Lak 1.000 0.998 0.999 

Nam Dinh 1.000 1.000 0.999 Lam Dong 1.001 0.999 1.000 

Ninh Binh 1.000 1.003 1.003 Ninh Thuan 1.000 1.000 1.000 

Ha Giang 0.983 1.013 0.996 Binh Thuan 1.000 0.985 0.985 

Cao Bang 1.000 1.000 1.000 Binh Phuoc 1.002 0.998 1.000 

Bac Kan 0.968 1.001 0.968 Tay Ninh 1.001 0.999 1.000 

Tuyen Quang 1.000 1.000 1.000 Binh Duong 0.978 1.022 1.000 

Lao Cai 1.000 1.000 1.000 Dong Nai 0.999 1.001 1.000 

Yen Bai 0.996 1.002 0.998 Ba Ria-Vung Tau 1.000 1.000 1.000 

Thai Nguyen 1.000 1.000 1.000 Ho Chi Minh City 1.000 1.000 1.000 

Lang Son 1.000 1.001 1.001 Long An 1.000 0.999 1.000 

Quang Ninh 0.988 1.004 0.992 Tien Giang 1.000 1.000 1.000 

Bac Giang 0.999 1.000 0.999 Ben tre 1.000 1.000 1.000 

PhuTho 1.000 1.000 1.000 Tra Vinh 0.999 1.000 1.000 

Lai Chau 1.000 1.015 1.015 Vinh Long 1.000 1.000 1.000 

Son La 1.000 1.000 1.000 Dong Thap 1.004 0.997 1.002 

Hoa Binh 1.000 1.000 1.000 An Giang 1.000 1.000 1.000 

Thanh Hoa 1.000 1.000 1.000 Kien Giang 1.002 0.997 0.999 

Nghe An 1.000 1.000 1.000 Can Tho 1.000 1.001 1.001 

Ha Tinh 1.000 1.000 1.000 Soc Trang 0.989 1.008 0.998 

Quang Binh 0.998 0.993 0.991 Bac Lieu 1.000 1.000 1.000 

Quang Tri 1.000 1.000 1.000 Ca Mau 1.000 1.000 1.000 

Thua-Thien-Hue 0.997 0.980 0.977 Average 0.998 0.999 0.997 

 
 


