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ABSTRACT 

Query translation mining is a key technique in cross-language information retrieval and machine translation knowl-
edge acquisition. For better performance, the queries are classified into transliterated words and non-transliterated 
words based on transliterated word identification model, and are further channeled to different mining processes. This 
paper is a pilot study on query classification for better translation mining performance, which is based on supervised 
classification and linguistic heuristics. The person name identification gets a precision of over 97%. Transliterated 
word translation mining shows satisfactory performance. 
 
Keywords: Transliteration, Query Classification, Supervised Learning, Translation Mining

1. Introduction 

For both cross-language information retrieval and ma-
chine translation knowledge acquisition, translation 
mining for out-of-vocabulary words is an important 
module which can help translate named-entities, organi-
zation and location names, book and movie titles, tech-
nical terms, and newly-coined words that are not in-
cluded in the dictionary. 

The web is a rich mineral for translation mining based 
on co-occurrence statistics. Related researches [1,2,3] 
use web search engines to get the web snippets for trans-
lation and query co-occurrence. Researches [4,5] make 
study on how to obtain the effective web pages that in-
clude both the query and the translation. Besides the 
co-occurrence statistics, natural language processing 
techniques such as word alignment is also utilized in 
recent research work. This paper is a further endeavor to 
query classification for higher translation mining accu-
racy. 

In past researches, all query terms go through the same 
process for translation mining, which omits the differ-
ence between transliterated words and non-transliterated 
words. But in fact, general words such as “翻译模型” 
(translation model) and transliterated words such as “巴拉

克·胡赛因·奥巴马” (Barack Hussein Obama) should fol-
low some different mining channels so that the results 
can achieve higher accuracy. This paper makes an en-
deavor to an automatic query classification method so 

that transliterated words can be separated from general 
query terms. 

In present researches on query translation mining, 
transliterated words are not separated from non-translit-
erated words. This method leads to a compromised solu-
tion in the modeling. [1,6] propose a solution applicable 
to both transliterated and non-transliterated words, which 
improved the performance on the whole, but lowered the 
performance for specialized words. 

In transliteration study, [6,7,8] select the most prob-
able translation from series of candidate transliterations. 
Other transliteration models include [9,10]. Because it’s 
not feasible to identify whether the word is transliterated 
or not, the work cannot be combined in natural language 
processing systems up to now. 

A method is proposed in this paper to decide whether 
the query word is a transliterated word or not, which 
utilizes a unigram-based transliteration statistics plus 
some heuristic rules. The experiment shows a precision 
over 97%. 

The next section of the paper describes the unigram- 
based transliteration identification modeling based on a 
supervised-learning process. The second section de-
scribes the experimental results and analysis of the solu-
tion. The last section concludes the method and describes 
future works in the field. 
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2. A Unigram-Based Transliteration Identifi-
cation Model 

From observation, we can see that the wording of the 
Chinese transliterated words follows some academic 
traditions and has good characteristics for statistical 
study and supervised learning. Two models are proposed 
from two perspectives and then integrated for better per-
formance on transliterated word identification. 

2.1 Transliteration Features of Chinese Characters 

Followed are some related concepts for further modeling 
of the transliteration identification. 

Definition 1. Transliteration characters. The Chinese 
characters that are used in transliterations are called 
transliteration characters. A national standard for name 
transliteration exists in China as in [11], which specifies 
the rules for character selection in name transliteration.  

For example, the character “斯” is a transliteration cha- 
racter. While another character, “撕”, is not seen in trans-
literated words, so it’s not a transliteration character. 

Definition 2. Transliteration probability of a Chinese 
character. The transliteration probability of a character 
refers to the probability that the character occurs in 
transliteration words. The definition is as follows: 

( )
the number of c in transliterated words

TP c
the number of all the transliterated character

  

(1) 

where, c is a Chinese character. For example, the char-
acter “斯” has been seen in transliterated words n1 times 
in the running corpus, and the number of transliterated 

characters is n2 in the corpus. So 1

2

n
TP

n
( )=斯 . We use 

the person name corpus as the training corpus in our ex-
periment. 

Based on the above definitions, two models to identify 
the transliteration words are proposed in the next section. 

2.2 Models and the Algorithm for Translitera-  
tion Word Identification 

Model 1: Counting the number of transliteration char- 
acters. Compare the transliterated words like “斯坦福” 
(Stanford), “克林顿” (Clinton), with non-transliterated 
words like “星期天” (Sunday), “出版社” (press), we can 
see that some Chinese characters are frequently seen in 
transliterated words, e.g. “克” and “斯”, which are c- 
alled transliteration characters. The word “斯坦福” (St- 
anford) contains 3 transliteration characters, while the 
word “星期天” (Sunday) contains no transliteration char-
acters. Based on this observation, the first transliteration 
word identification model is proposed based on the per-

centage of transliteration characters in the word, as fol-
lows: 

number of transliteration characters in the word 
PTC( )=

number of characters in the word 

w
w

w
 

(2) 

Based on supervised learning decision, when the PTC (w) 
is above a threshold, we can decide that the word is a 
transliterated word. An empirical threshold 1  in the 
following experiment is set at 50.001%. 

Model 2: Averaging the transliteration probability 
of characters. A second model is built based on the av-
erage of transliteration probability of all characters in the 
given Chinese word, defined as follows: 

( )

TC( )= i

i
for all characters c in w

TP c

A w
number of characters in w


      (3) 

The definition of TP(ci) is given in Equation (1). Simi-
larly, there exists a threshold 2  for ATC(w) to decide 
whether the word is a transliteration or not. The value of 
the threshold 2  is decided by experiments through 
training, which is 3e-5 in the following experiment. 

Linguistic heuristics: According to observation, some 
heuristics are applied to enhance the overall performance 
on basis of combing the two models. The first heuristic is 
that if the word contains only 1 or 2 characters, Model 1 
should be used. For example, the word “卓娅” contains 2 
characters, and we should used model. 

If the word contains more than 2 characters, use 
Model 1 first. If Model 1 returns true, then w is a trans-
literated word. If Model 1 returns false, use Model 2 to 
make a second identification. 

Based on the two models above and the observations, 
the transliteration word identification process is proposed 
as follows: 

 
 
 
 
 
 
 
 
 
 

 

           ELSE IF 1( )PTC w  , 

THEN use model 2 secondly 
        IF 2( )ATC w  , RETURN TRUE 

        ELSE RETURN FALSE. 
END PROCEDURE 

PROCEDURE: Transliteration word identification 
BEGIN PROCEDURE 
IF the length of the word w is less than 2 

THEN use model 1, 
IF 

1
( )PTC w  , RETURN TRUE 

            ELSE RETURN FALSE 
ELSE IF the length of word w is more than 2 

THEN use model 1 first, 
IF 1( )PTC w  , RETURN TRUE
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3. Query Translation Mining from Search 
Engine Snippets 

Taking translation mining system flow is as follows: 
First, the source Chinese query is sent to a search engine 
to retrieve Chinese documents. Second, the relevant to- 
pic words, which are hint words for the subject or topic 
of the query, are extracted from the returned snippets. 
Third, the source query together with the translations of 
the topic words are sent to search engine again to obtain 
relevant bilingual web snippets. The next step is extract-
ing valid terms from the returned bilingual snippets and 
the final step is ranking the candidate terms to get the 
final translation(s). 

Briefly, this system consists of three main parts: 
1) Bilingual snippets collection. Retrieve the bilingual 

snippets that contain the source term in Chinese and 
translation in English from a search engine and down- 
load as the bilingual resource. Effective techniques to 
obtain higher relevant snippets are the basis of transla-
tion extraction. 

2) Candidate term extraction. Extract valid lexical un- 
its and multi-lexical units from the returned snippet set in 
Step 1. It is not a straightforward work. Firstly, Chinese 
texts have no spaces between characters and one snippet 
with 2 or 3 sentences usually is relatively small com-
pared to authoritative corpora. Secondly, the snippets 
generally contain OOV terms. Thus term extraction from 
returned snippets needs specific technical study. 

3) Appropriate translation selection. Rank and sort out 
candidate translations generated in Step 2. The candidate 
set may be very large, so the most proper translations 
should be selected from this set. 

3.1 Transliteration Model 

Proper names, such as person names, place names, etc., 
compose a large part of OOV terms. Many proper names 
are translated based on phonetic pronunciations, which 
we call transliteration. There has been some related work 
on extracting term translations based on transliteration 
techniques as in [6,12,13,14,15]. They converted an Eng-
lish name into a phonetic representation, and then trans-
formed the representation sequence into Chinese pin-yin 
(phonetic sequence) symbols. At last, they translated the 
pin-yin sequence to a Chinese character sequence. Our 
transliteration model differs in two aspects. First, the 
problem is a sort of matching problem. We already have 
the Chinese candidates and thus do not need to generate 
the Chinese transliterations. The other difference is, to 
avoid the double errors from English phonetic represen-
tation to pin-yin and from pin-yin to characters, we use a 
similar idea as in [16,17] to segment an English name 
into a sequence of syllables, compute the probability 

between an English syllable and a Chinese character to 
estimate the possibility. The aim is computing the pho-
netic similarity for selecting the right translation. First of 
all, we segment the English term into a sequence of syl-
lables based on heuristic rules and then compute the 
transliteration cost use the following equation. 

( , )
( , )

( , )

P s t
Trl s t

D s t
              (4) 

where P(s,t) is the co-occurrence probability of s and t 
which is defined as: 

min( , )

1
1

( , ) (1 ) ( , )
m n

i i
i

P s t prob e c


        (5) 

where 1  is the smoothing weight.  is the 

probability between an English syllable ei and a Chinese 
character ci and is computed based dynamic program-
ming from the training corpus contains 37665 proper 
name pairs. D(s,t) is the number of syllable difference 
between an English term s and a Chinese candidate t, 
which is defined as: 

( , )i iprob e c

( , ) | |D s t m n               (6) 

Here   is a decaying parameter, m is the total num-
ber of English term syllables and n is the total number of 
Chinese characters. 

In order to improve incorrect transliteration mapping 
between English syllables and Chinese characters, we 
combine the forward mapping and backward mapping. 
The final transliteration cost is defined as: 

( , ) ( , )
( , )

2
F BTrl s t Trl s t

Trl s t


        (7) 

where  is the forward transliteration value and 

is the backward transliteration value. 

( , )FTrl s t

)t( ,BTrl s

4. The Experiment Setup and Result Analysis 

Experiments are carried out on transliterated word iden-
tification and translation mining. The experiment data 
and setup is described in this section. And an experiment 
result analysis is made for further study and its applica-
tion in query translation mining process. 
 
4.1 Experiment on Transliterated Word Identi-

fication 

The person name dictionary published by the Xinhua 
News Agency is used as the training corpus, which con-
tains 37669 person names by transliteration. There are 
119329 Chinese characters in the corpus, and 376 dif-
ferent characters.  
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At last, the transliteration word identification process 
is applied based on Model 1, Model 2 and the combina-
tion. The performance of the process on the test corpus is 
shown in the table followed. 

To test the performance, another different dictionary is 
used as the test corpus, which contains 106191 translit-
erated person names.  

Because all the words in the dictionaries are person 
names, some non-transliterated words from a common 
verbal dictionary are mixed into the test corpus, which 
contains 12205 items.  

4.2 Experiment on Translation Mining from 
Search Engine Snippets 

100 person names are selected randomly from a foreign 
name dictionary as the test suite. The top N coverage rate, 
which refers to the ratio of the names whose correct 
translation is included in the top N mining results, is 
evaluated. The experiment result is shown in Table 2. 

The transliteration probability of each character to be 
part of a transliteration word is first calculated based on 
the person names from the Xinhua News agency. For 
each Chinese character t, if it is not in the person name 
dictionary, the transliteration probability is zero. Or the 
probability can be calculated based on the following 
equation, 

Based on the result above, a comparison of the trans-
lation mining is compared with the famous BabelFish 
translation system. The result is as in Table 3. 

( )
( )

119329

c t
TP w            (8) False results are underlined in the table. The result 

shows that our system outperforms BabelFish in translit-
erated word translation. Result analysis shows that trans-
literation characters feature is a good feature for translit-
erated word identification, which can serve as a basis for 
transliteration word identification. The precision of trans-
literated word identification becomes low when the pre-
cision of non-transliterated word become high. That is 
because we choose some characters that distinguish be-
tween transliterated word and non-transliterated word as 
transliterated characters. Our approach has failed when 
we encounter the word such as “巧克力” (chocolate). 
These words are not transliterated by using standard 
transliterated characters. 

In which, count(t) is the count of times that the char-
acter t occurs in the person name dictionary. 119329 is 
the total number of Chinese characters in the person 
names dictionary. 

Then, the Model 2 is utilized to calculate the average 
character probability of each word in the person name 
dictionary. The minimum value of the probability is set 
as the threshold value 2 . Here precision is calculated 
for evaluation as following. 

#

#

of correctly classified words
precision

of words for classification
    (9) 

 
Table 1. Transliterated and non-transliterated word identification performance 

Model classification Sum # words classified true # words classified false Precision

Transliterated word 106191 104197 1994 98.122%
Model 1 

non-transliterated words 12205 280 11925 97.706%

Transliterated word 106191 105939 252 99.763%
Model 2 

non-transliterated words 12205 1585 10620 87.014%

Transliterated word 106191 104574 1617 98.477%
Model 1& model 2 combined 

non-transliterated words 12205 340 11865 97.212%
 
 

Table 2. Top N inclusion rates of the name translation mining from different number of snippets 

# returned snippets Model Top1 Top3 Top5 Top10 

Transliteration 52.1% 68.9% 72.5% 78.3% 
50 

+ frequency and distance 58.1% 77.5% 80.6% 89.1% 

Transliteration 54.3% 71% 76.8% 81% 
100 

+ frequency and distance 73.6% 87.6% 89.1% 94.6% 

Transliteration 54.4% 70.7% 76.8% 80.8% 
150 

+ frequency and distance 73.6 82.2% 87.6% 91.5% 
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Table 3. Comparison of translation mining and machine translation of person names 

NO. Name Mined transliteration BabelFish machine translation  

1 格兰芬多 GRYFFINDOR the standard sweet orchid smell are many 

2 斯莱特林 Slytherin Slye tring 

3 拉文克劳 revenclaw Lavin crowe 

4 赫奇帕奇 HUFFLEPUFF Hetch Patch 

5 韦斯莱 George Weasley Wei slye 

6 格兰杰 granger Grainger 

7 阿不思 albus Arab league does not think 

8 吉德罗 Dumbledore Lucky Deluo 

9 克林顿 Clinton Clinton 

10 布什 Bush Bush 

 

5. Conclusions 

Translation mining is a key process for lexicon acquisi-
tion in cross-language information retrieval, machine 
translation, etc. For better translation mining perform-
ance, a supervised transliteration person name identifica-
tion process is introduced, which helps classify the types 
of query lexicon. Concepts of transliteration characters 
and transliteration probability of a character are proposed. 
Based on the two concepts, two models to identify a 
transliteration person name are proposed for a supervised 
classification algorithm. Experiment results show that 
our method is highly effective. 
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