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Abstract 
When evaluating hyporheic exchange in a flowing stream, it is inappropriate to directly compare 
stream stage with subsurface hydraulic head (h) to determine direction and magnitude of the gra- 
dient between the stream and the subsurface. In the case of moving water, it is invalid to ignore 
velocity and to assume that stage equals the net downward pressure on the streambed.  The 
Bernoulli equation describes the distribution of energy within flowing fluids and implies that net 
pressure decreases as a function of velocity, i.e., the Venturi Effect, which sufficiently reduces the 
pressure on the streambed to create the appearance of a downward gradient when in fact the gra- 
dient may be upward with stream flow drawing water from the subsurface to the surface. A field 
study correlating the difference between subsurface head and stream stage in a low-gradient 
stream indicates that the effect is present and significant: shallow subsurface head increases less 
quickly than stage while deeper subsurface head increases more quickly. These results can sub- 
stantially improve conceptual models and simulations of hyporheic flow. 
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1. Introduction 
As the space within the beds and banks where ground water mixes with surface water, the hyporheic zone (HZ) 
is integral and essential to stream and riparian ecosystems. This space provides habitat [1] [2] and refuge from 
ca- tastrophic events for aquatic insects [3] [4]; maintains ecosystem stability [5] [6] by controlling stream me-
tabolism [7] [8] and retaining and cycling nutrients [6] [9] [10]. 
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Hyporheic zone studies have succeeded in describing subsurface flow occurring at specific sites for limited 
ranges of time. These successes provide the foundation for understanding HZ processes, but efficiency requires 
that general descriptions apply to many sites over a broad range of conditions. Ultimately, science’s goals must 
be to identify the parameters that exert the greatest control over hyporheic flow, to provide reliable methods for 
quantifying these parameters, and to construct meaningfully accurate models of specific sites. The list of possi- 
bly important parameters is long and includes the entire suite of substrate characteristics (e.g. skins, grain size 
distributions, bed forms, and bed mobility), channel morphology, stream hydraulics, head gradients (vertical, 
horizontal, micro, macro, local, and regional), chemistry, temperature, and viscosity.  

Over the past two decades, researchers have measured and modeled pressure variations driving hyporheic 
flow under a variety of conditions. Thibodeaux and Boyle [11] experimentally demonstrated and mathemati- 
cally described small-scale bedforms creating sufficient variability in hydraulic head (h) to drive flow into and 
draw flow from the streambed. Elliott and Brooks [12] advanced this work by developing an analytical model of 
the distribution of subsurface h, flux (Q), and residence time under sinusoidally varying streambed surface h. 
Extending this theoretical work into the field, Storey et al. [13] measured and modeled hyporheic flow under 
stream channels along a step down from a riffle to a pool. Matos et al. [14] and Cardenas et al. [15] further de- 
veloped this idea by demonstrating that pressure differences across upstream and downstream banks can drive 
flow. The sum of these works strongly establishes the role of stream features that affect pressure distributions 
driving hyporheic flow, but it does not explore the fundamental physics describing pressure distributions as a 
function of fluid flow. This work is one-step toward the goal of exploring stream hydraulics on hyporheic ex- 
change. 

To develop a general model that accurately describes and predicts processes in a wide variety of streams, the 
entire range of fluid dynamics that describe the flow must be explored. The Venturi Effect, an implication of 
Bernoulli’s equation describing the conservation of energy in fluid flow, stands out as an intuitively obvious 
principle that has nevertheless not been addressed in the literature. 

Bernoulli’s equation implies that in an equilibrated steady-state system of standing water, total head—eleva- 
tion plus the gravitational force on the overlying water—is uniform throughout the system. This holds true of 
systems where water stands above saturated porous media. In such a system, as the free surface of the standing 
water changes elevation, subsurface head changes accordingly. However, Bernoulli’s equation implies that when 
surface water flows at a sufficient rate, downward pressure at the bed will be less than the weight of the overly- 
ing water. Velocity-induced lower pressure at the bed would affect the magnitude—and possibly the direc- 
tion—of flux between the flowing water and the subsurface. This effect would be measurable in the shallow 
subsurface of a flowing stream, manifesting itself as subsurface pressure increasing less than stream stage. In an 
extreme case, the system will show apparently paradoxical simultaneous gradients upward from the deeper sub- 
surface toward the streambed and downward from the stream surface towards the shallow subsurface. 

Assuming that no force is introduced or withdrawn from a system, the net energy of that system remains con- 
stant. To conserve energy, as the velocity (u) of a fluid increases along a streamline, its pressure (P) decreases. 
Bernoulli’s Equation describing the conservation of energy implies that P varies with velocity (Equation 1) 
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P gz u P gz uρ ρ ρ ρ+ + = + + ,                            (1) 

where P1 and P2 are the pressure at point 1 and point 2, respectively; u1 and u2 are the velocities, ρ is the density 
of the fluid, g is gravitational acceleration, and z1 and z2 are the elevations of the streamlines [16]. Comparing 
two points of equal elevation (z1 = z2) and setting u1 = 0 yields Equation (2): 
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which shows that pressure under flowing water is reduced below the pressure of standing water of the same 
depth by the kinetic energy of the flowing water. 

To explore the effective magnitude of the Venturi Effect on hyporheic exchange, the paper reports on an in 
situ investigation into stream water velocity independent of bedforms as a control on head distributions in the 
shallow subsurface of a highly-permeable streambed. Specifically, the work examines the hypothesis that the 
difference in flow velocity between the point bar and the cut bank of a meander bend in a low-gradient stream is 
great enough to create a difference in pressure large enough to be measurable in the shallow subsurface. A dif- 
ference sufficient to drive hyporheic flow should be measurable in the shallow subsurface. This research con- 
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strains the magnitude of this difference by measuring shallow subsurface pressure distributions for a range of 
velocities. 

2. Geologic and Geohydrologic Setting of the Study Area 
Data for this study were collected from Little Kickapoo Creek (LKC) adjacent to the Illinois State University 
Randolph Well Field, located in McLean County, central Illinois, USA (Figure 1). LKC is a low-gradient (0.001) 
third-order perennial stream. The stream heads about 11 km north of the study site, where its own and tributary 
channels have been modified. The drainage area upstream from the study site is about 52 km2 [17]. Locally, 
LKC is unmodified and meanders through an alluvial valley about 300 m wide [18]. Channel banks range from 
cut banks sharply incised through 2 to 2.75 m of the Holocene Cahokia Alluvium, to slumps and depositional 
point bars. The stream bed generally runs just below the top of 5 to 7 m of Wisconsinan Henry Formation glacial 
outwash. Riffles generally consist of gravel and coarse sand with minor interstitial silt. Point bars range from 
gravel to sand to mud. The local water table is relatively flat and very close to stream level. Results of pump 
tests at Illinois State University’s nearby well field indicate that the hydraulic conductivity of the Henry Forma- 
tion is about 1 × 10−3 m/s. 

The humid continental climate of the Midwest provides frequent showers and occasional heavy rain, espe- 
cially during the spring and summer. Heavy precipitation events, urbanization in the headwater area, channe- 
lized upstream reaches, and ubiquitous agricultural field drain tiles all contribute to rapid, high-magnitude 
stream response. 

3. Site Instrumentation and Data Collection Methods 
The requirements for the study site include: 1) relative geomorphic stability over the period of the study; 2) a 
wide range of streamline flow velocities as the stage varies by up to a meter; and 3) accessibility for frequent 
manual stage measurements, water table elevations, and streamline velocities. The specific study site chosen 
based on these criteria is the apex of a meander bend in LKC (Figure 1) with relatively unobstructed flow, 
where average linear velocity and discharge vary from an extreme minimum 0.01 m/s and 0.003 m3/s at base 
flow after an extended dry period, to at least 0.80 m/s and 3.86 m3/s just below flood stage. The bed is unconso- 
lidated silty, gravelly coarse sand from the cut bank to within 1 m of the point bar, which is uncompacted sandy 
mud underlain by coarser material. All stream bed material at the site is subject to erosion, and multiple episodes 
of scour lowering the stream bed by more than 0.3 m—and subsequent filling—were observed [19]. The epi- 
sodes of scour temporarily exposed the shallow piezometer screens described below. The stream channel width 
ranges from about 3.7 m at low baseflow to 7 m at bankfull. 

Four piezometer nests, LK1, LK2, LK2.5, and LK3, were installed in the stream channel. The nests are about 
1.5 m apart, arranged perpendicular to the flow from the cut bank to the point bar, respectively (Figure 2). Each 
nest includes three piezometers aligned parallel to flow: A is furthest downstream with the top of the screen 1.6 
m below the stream bed; B is upstream of A and screened 0.6 m below the stream bed; and C is furthest up- 
stream and screened 0.1 m below the stream bed. All screen depths were measured relative to the stream bed at 
LK1 at the time the piezometers were installed. The piezometer screens are commercial 3.2 cm inside diameter 
steel drivepoints, with 3.2 cm galvanized steel pipe risers. The drivepoints’ screen open intervals are restricted 
with duct tape to 5 cm at the bottom of the A- and B-series drivepoints, and at the top of the C-series drivepoints. 
Stream stage and water table elevation in the piezometers were manually measured periodically with an electric- 
al water-level tape to a resolution of 0.005 m. All stage and water table elevations are relative to an arbitrary lo- 
cal datum. 

Stream velocity and stage were measured forty-five times, including duplicates and triplicates, on twenty-five 
days over the period from July 9 through November 29, 2003. Stream velocities were measured using an elec- 
tromagnetic velocity meter. Velocities were measured at horizontal offsets along the stream transect directly up- 
stream from each piezometer nest and at other arbitrarily-spaced points. Velocities measured directly upstream 
from the piezometers were used to test for a significant correlation between stream water velocity and piezome- 
ter water level. Other points not directly upstream from the piezometers were selected to adequately represent 
stream velocities and discharge based on flow patterns. Velocities varied from 0.0 m/s to 0.6 m/s within a meter 
of the cut bank, but would be nearly constant—stationary or slowly eddying—over a distance of 1.5 m ap- 
proaching the point bar. Therefore, data density is higher adjacent to the cut bank than the point bar. At each ho- 
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Figure 1. Study location-McLean County, central Illi- 
nois. Red line notes the location of cross-section A-A’ 
presented in Figure 2.                            

 

 
Figure 2. Lateral cross-section showing the arraignment of the piezometer nests. Cross- 
section is oriented such that stream would flow out of the figure.                   

 
rizontal offset along the transect, velocities were measured at multiples of 0.05 or 0.10 m below the stream sur- 
face, and at 0.03 m above the bed. Thus the stream cross-section is divided into a variable and arbitrary number 
of rectangular elements (Figure 3). Each element is bounded by the surface, bed, or bank as appropriate; other- 
wise by horizontal lines half the distance between depths at which velocities were measured, and by vertical 
lines half the distance between each horizontal offset. Stage was measured as the distance of the stream surface 
below the surveyed elevation of the tops of the piezometer pipes. Discharge for each element was calculated as 
the velocity (uij) measured at the center of the element xizj multiplied by its cross-sectional area (Figure 3). Total 
discharge was calculated as the sum of the discharge of the elements. Average linear velocity was calculated as 
the total discharge divided by the total cross-sectional area. Discharge ranged from 0.003 m3/s to 3.9 m3/s as 
stage varied by 1.3 m, and average linear velocity varied from 0.01 m/s to 0.80 m/s. Above about 0.75 m, stream 
flow conditions prevented reliable data collection. 

4. Data 
Data were collected as stage ranged up to 0.72 m above minimum stage, with two of these events (at 0.65 and  
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Figure 3. Schematic of velocity and discharge technique. Velocity was measured at points A, B, and C. 
Discharge for the element centered at B was calculated as QB = uB × xi × zj, where QB is the calculated 
discharge; uB is the velocity measured at point B; xi is the distance along the transect from half the distance 
to the previous offset to half the distance to the next offset; and zj, is the distance from half the distance to 
the previous depth to half the distance to the next depth.                                            

 
0.72 m) above 0.36 m (Figure 4). These two higher-stage events are outliers that strongly influence statistical 
analysis without providing enough points to assure their significance; therefore, these events are omitted from 
the analysis although they appear to strongly support the conclusions. The remaining events provide sufficient 
data density and consistency for piezometers LK1, LK2, and LK2.5 for meaningful statistical analysis. Stream 
water velocity at piezometer LK3 was not measurable below 0.14 m above minimum stage and data up to 0.36 m 
are too few to support meaningful statistical analysis. Selected data from LK3 are included for illustration. 

Velocity at LK1 near the cut bank varies little with stage relative to other measured streamlines, and stage 
predicts velocity moderately well (r2 = 0.65) (Figure 5). Velocities upstream of LK2 and LK2.5 increase much 
more rapidly and correlate more closely with stage (r2 = 0.85 and 0.86, respectively). The natural log regression 
lines show that water velocities increase much more quickly with distance from the cutbank and predict that the 
velocity at each piezometer should in turn become the highest. Velocity varies relatively little along the cut bank 
(LK1, red inverted triangles) and increases more rapidly (the slopes of LK2, blue circles half-filled on the left, 
and LK2.5, magenta circles half-filled on the right) and regularly (increasing values of r2) with distance from the 
cut bank. 

5. Analysis and Discussion 
Working from the assumption that stream water velocity has no effect on pressure in the shallow subsurface, a 
least-squares linear regression line of h plotted against stage should have a slope of unity. A slope significantly 
less than unity is evidence that flowing water reduces h in the shallow subsurface, i.e., the Venturi Effect. This is 
most meaningful for h in the shallowest C-level piezometers which, given their proximity and the high K of the 
substrate should closely match stream stage. Deeper piezometers are analyzed to more fully characterize the en- 
vironment and to control for the possibility of larger-scale flow. The formal statistical test is: 

0 0 0: ; :a a aH m m H m m= ≠                                  (3) 
where m is the least-squares linear regression line slope calculated from observation and m0 is the null-hypo- 
thesis slope representing the condition of water velocity having no effect. The null-hypothesis slope is unity 
when plotting piezometer head values against stream stage. Least-squares linear regression line slopes are tested 
for statistically significant difference from a null-hypothesis slope of unity using the standard statistical test 

( ) ( )0.51a e xxt m s S= −                                    (4) 

(Weiss, 1996) where t is the test statistic; se is the standard error of the slope; and Sxx is the standard error of 
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Figure 4. Piezometer head plotted against stage to 0.72 m, with least-squares linear regression lines.                      
 
the estimate. The test statistic t is evaluated against Student’s t-distribution for non-normal populations with (n − 2) 
degrees of freedom where n is the number of data points, giving p, the two-tailed probability of a slope at least 
as far from 1 as ma occurring by chance. For this study, any value of p less than 0.10 is considered to be signifi- 
cant evidence that ma ≠ 1. This statistical test uses the value of ma, the number of data points in the regression, 
and the variance of both the independent and the dependent variables. p is evaluated as a two-tailed probability 
to recognize slopes significantly greater and significantly less than one. Although the working hypothesis is only 
that the Venturi Effect will create slopes less than one, this analysis provides a more comprehensive picture. 
Evaluating two-tailed probabilities instead of one-tailed probabilities affects the analysis of only one instance, 
discussed below. 

In this analysis, variances strongly affect the p-value. Consider for example regressions for LK1C and LK2A 
as functions of stage (Figure 6 and Table 1). Regression line slopes are very nearly equal (1.062 and 1.063, re- 
spectively) and LK1C has eighteen data points compared with eleven for LK2A. Nevertheless, the statistical test 
indicates a 0.17 probability of LK2A’s slope occurring by chance in contrast to LK1C’s 0.28 probability. The 
difference is in the standard errors of the estimates (sey) of the samples which are 0.025 for LK1C and 0.007 for 
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Figure 5. Water velocities (m/s) upstream of piezometers plotted against the natural 
log of the stage, with corresponding natural log regression lines and equations.        

 

 
Figure 6. Piezometer water levels plotted against stage, with least-squares linear regression lines and equations for a) LK1, b) 
LK2, and c) LK2.5. Zero elevation is the lowest measured stream stage. In all plots, filled diamonds are from the deepest (a) 
piezometer at 1.6 m, hollow squares are from the intermediate-depth (b) piezometer at 0.6 m, and filled triangles are from the 
shallowest (c) piezometer at 0.1 m below the stream bed. All depths are measured relative to the stream bed at LK1.         
 
LK2A. The low value for sey of LK2A makes the test result for difference of slope much more statistically sig-
nificant. 

Piezometer water levels are generally higher than stream stage, and LK1C increases most rapidly among the 
three LK1 piezometers. This may be an effect of stream water banking on the outside of the meander. No slope 
is statistically different from unity. 

All piezometer water levels are higher than stream stage; LK2A increases more quickly than stage, but only 
marginally statistically significantly. LK2B and LK2C increase at rates statistically significantly less than stage, 
and LK2C at a rate much lower than LK2B. 

Water-level in LK2.5A increases at essentially the same rate as stage and remains above stage (maintains an 
upward gradient). LK2.5B increases at a rate lower but not statistically significantly lower than stream stage, and 
remains above stage. LK2.5C increases at a rate statistically significantly lower than stream stage and apparently 
reverses the gradient as piezometer water level falls below stream stage. This suggests that the flowing 
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Table 1. Regression line parameters for Figure 6, where n is the number of data points, m is the slope of the least-squares 
regression line, b is the y-intercept (piezometer water level), r2 is the coefficient of determination, and p is the two-tailed 
probability of a slope at least as far from unity occurring by chance. Data lines with statistically significant values are bold.   

Well Data points (n) Slope (m) Intercept (b) r2 p 
LK1A 13 0.956 0.072 0.977 0.344 
LK1B 20 0.993 0.058 0.992 0.747 
LK1C 20 1.062 0.012 0.954 0.275 
LK2A 13 1.063 0.048 0.983 0.169 
LK2B 20 0.951 0.046 0.990 0.040 
LK2C 21 0.886 0.052 0.988 <0.001 

LK2.5A 21 0.973 0.055 0.971 0.491 
LK2.5B 17 0.927 0.056 0.940 0.249 
LK2.5C 24 0.917 0.018 0.988 <0.001 

 
water reduces downward pressure on the stream bed and draws water from the shallow subsurface. 

The regression lines for all LK1 piezometers (Figure 6) have slopes statistically indistinguishable from unity. 
Although their slopes are distinctly different from unity, relatively high sey values for LK1A and LK1C—0.016 
and 0.025, respectively—indicate that the variance within the data is too great to support statistically strong 
conclusions. LK1B has a low sey value of 0.004 but its slope of m = 0.993 is indistinguishable from unity. The 
very minor increase in velocity that accompanies the rise in stage may confound meaningful analysis of this li- 
mited dataset (note Figure 5). Head in the deeper two piezometers (LK1A and LK1B) remain above stage for the 
entire range, while head in the shallowest piezometer (LK1C) is generally closer to stage. The gradient among 
the depths is small but consistently upward, i.e., h increases with depth. The steeper slope of LK1C suggests that 
h in this piezometer will rise above h in the deeper piezometers, which may be an effect of water banking along 
the outside of the meander bend. 

The water table elevation in the deepest (LK2A) piezometer increases at a rate higher but not statistically sig- 
nificantly different than the rate at which the stream stage increases (m = 1.063; n = 13, sey = 0.016; two-tailed 
t-distribution: p = 0.17). Note that a one-tailed test would give a statistically significant t-distribution p-value = 
0.08 indicating that h deep within the streambed increases significantly faster than stream stage. This implies 
that the statistically significantly lower head in LK2B and LK2C, discussed below, occurs in the context of in- 
creased h in the deeper subsurface. Head in the intermediate LK2B piezometer increases at a rate significantly 
lower than stream stage (m = 0.951; n = 20; sey = 0.010; two-tailed t-distribution: p = 0.04). Head in the shal- 
lowest LK2C piezometer increases at a rate much lower than stream stage (m = 0.886; n = 21; sey = 0.011; 
two-tailed t-distribution: p < 0.001). Piezometer head remains higher than stream stage for the entire nest 
through stage of 0.36 m, although head in LK2C approaches stream stage at the high end of the range. The be- 
havior of h in the shallowest piezometer warrants further examination. If stream water velocity is reducing 
downward pressure according to Bernoulli’s equation, and if all assumptions required by Bernoulli’s equation 
are valid, h should closely track theoretical net downward pressure as the height of the water column minus 
0.5v2. Plotting LK2C h against the theoretical net downward pressure of the water column produces a least- 
squares linear regression line with slope = 1.432 and a coefficient of determination r2 = 0.785. The coefficient of 
determination indicates that the stream stage minus the velocity component accounts for about seventy-nine 
percent of the change in piezometer head. A slope equal to unity would indicate that piezometer head tracks the 
theoretical Venturi Effect. The slope much higher than unity shows that any such velocity effect is significantly 
subdued. However, a plot of stage against (stage minus velocity component) would have a significantly higher 
slope of about 1.69. This difference suggests that piezometer head increases at a rate controlled in part by water 
velocity. Note that the plotted power regression curve is both more appropriate and provides a higher coefficient 
of determination for both datasets, but linear regression tracks the power regression very closely and provides a 
more comprehensible comparison. In the context of statistically significant increase in h greater than the in- 
crease in stage for LK2A, the LK2B and LK2C slopes lower than unity strongly indicate that flowing water re-
duces h in the streambed, even to the 0.50 m depth of LK2B. 

Head in the deepest (LK2.5A) piezometer increases at a rate statistically indistinguishable from unity (m = 
0.973; n = 21; sey = 0.017; two-tailed t-distribution, p = 0.491). Head in the intermediate (LK2.5B) piezometer 
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increases at a rate that is lower but not statistically significantly lower than the rate at which the stream stage in- 
creases (m = 0.927; n = 17; sey = 0.024; two-tailed t-distribution, p = 0.249). Head in the shallowest (LK2.5C) 
piezometer increases at a rate that is substantially and statistically significantly lower than the rate at which the 
stream stage increases (m = 0.917; n = 24; sey = 0.004; two-tailed t-distribution, p < 0.0001). As with LK2C, the 
LK2.5C plot of piezometer h against the theoretical streambed pressure yields a slope much greater than unity 
(m = 1.422) but also significantly lower than the null hypothesis slope (m = 1.581), again supporting the alter- 
nate hypothesis that velocity affects subsurface head. 

Note that subsurface h begins to fall below stream stage when stage reaches 0.17 m. This appears to suggest 
that water would flow from the stream into the subsurface. However, Bernoulli’s equation predicts this phenol- 
menon, i.e., as the velocity of the water flowing in the stream increases, the downward pressure exerted upon the 
streambed by the water in the stream declines as a function of the one-half the square of the velocity. This 
strongly supports the alternate hypothesis that water velocity reduces the shallow subsurface pressure. Contrary 
to the superficial appearance of a downward gradient, this data shows that the flowing stream water is drawing 
water from the subsurface. 

6. Conclusions 
Statistical analysis of measured h in the shallow subsurface of a streambed shows that h increases less than stage. 
This difference appears to correlate with the water’s increased velocity as stage rises. Shallow piezometer h rises 
faster than stage near a cut bank where velocity increases little. Where the velocity increase with stage is greater, 
shallow subsurface h increases less than stage. This occurs both where the gradient between the deeper subsur- 
face and the stream increases (LK2) and where it decreases (LK2.5). The effect is great enough to apparently re- 
verse the gradient from upward to downward. However, Bernoulli’s equation predicts the appearance of this ef- 
fect. The lowered values of measured subsurface h in LK2C and LK2.5C result from the reduced downward 
pressure of the flowing stream water. In spite of the apparent downward gradient, subsurface hyporheic zone 
water continues to flow upward into the stream. This is also the “Bernoulli lift” that contributes to particle en- 
trainment in, for example, Baker and Ritter [20]. 

As researchers integrate into multidisciplinary environmental and ecological studies, it is important that they 
re-examine assumptions that are generally valid within more narrow disciplines. In ground water, for example, it 
is generally valid to assume that water table elevation within a piezometer pipe adequately represents total h. 
Stream surface elevation (stage), however, does not adequately represent stream total h: velocity becomes a sig- 
nificant component. When analyzing, comparing, and modeling HZ processes, it is not valid to directly compare 
stream surface elevation with shallow subsurface water table elevations. Such comparisons should include an 
accounting for the flowing stream water’s kinetic energy component as described by Bernoulli’s equation. The 
results presented here suggest that further investigations into the effects of substrate characteristics and the at- 
tenuation of the effect with depth are warranted. 
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