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Abstract 
 
The main goal of this research is to study the role of several factors and firms’ resources that could have had 
an impact on the development of innovative activities of Spanish big firms, exploring how these factors can 
help to achieve success through innovation and improving business performance. We propose a new model 
to analyze the relationships between a set of organizational, technological, financial and information-based 
resources, as well as other aspects such as company’s cooperation. We employ a Structural Equation Model 
and the PLS technique in order to validate the theoretical model proposed in this research. The data come 
from the Spanish National Statistics Institute’s Survey on Firms Technological Innovation. The sample is 
composed by 2224 observations referred to firms with 200 or more workers. The main results show that 
human and financial resources and cooperation affect positively R&D activities. At the same time R&D, in-
formation management and technological resources have a positive effect on innovation. Finally, R&D ac-
tivities, innovation results (product and process innovation) and information management influence business 
results. 
 
Keywords: Innovation Activities, Information Management, Technology Management, R&D Investment, 

R&D Personnel, PLS, Structural Equation Model (SEM) 

1. Introduction 
 
The relationships between firm’s characteristics, innova- 
tion behavior and business performance have been stud- 
ied by many authors. In fact, the first reference in eco- 
nomic literature related to econometric analysis of R&D 
activities is Griliches’ technical knowledge production 
function [1]. Griliches’ function includes the typical pro- 
ductive factors and, additionally, it incorporates another 
one named “technological capital”, depending on R&D 
firms’ expenditure, Universities R&D, and Technolo- 
gical Centers’ activities. This production function has 
been used in several studies [2-5]. 

Nevertheless, Griliches’ function does not consider all 
the activities included in innovation process, which is 
multidimensional and interactive [6]. R&D is only a part 
of innovation expenses; from the birth of the idea to 
complete development, and approaching innovation ac- 
tivity by exclusively R&D expenditures involve underes-
timation, especially in small firms and traditional Indus-
tries [7,8]. In fact, Calvo in a study employing Spanish 
manufacturing firms [8], obtained that three quarters of 

process innovation firms did not have R&D personnel 
and more than a half of product innovative firms did not 
expend in R&D. 

At the same time, numerous models have been pro- 
posed to study the relationships between innovation be- 
havior and firms’ performance. Hurley and Halt analyze 
innovation activities considering that some structural and 
process characteristics (size, resources, age, planning, 
development and control of activities, information man- 
agement, etc.) influence innovation capacity [9]. More- 
over, cultural characteristics (market orientation, partici- 
pative decision process, and so on) affect innovation re- 
ceptiveness. The innovation capacity, its receptiveness and 
structural process, and cultural characteristics determine 
firm’s competitive advantage. 

Other authors [10,11] emphasize the relevance of or- 
ganizational resources. These authors suggest that firms’ 
innovative projects are the result of an accumulation of 
resources, generating new ones especially knowledge. 

In Spain, Camisón [12] maintains that firms’ compete- 
tive advantage is based on resources and capacities that 
are difficult to imitate by other firms. He proposes a 
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model (Figure 1) where organizational characteristics in- 
fluence innovation behavior, and this affects firms’ per-
formance: 

Following Camisón’s proposal, Hernández & de la 
Calle establish a more detailed design of the relation- 
ships (Figure 2) [13]: 

Therefore, it is clear that approaching innovation by 
R&D underestimates firms’ innovative capacity, obliging 
to introduce a new set of variables. At the same time, 
innovation attitude and results affect firm’s economic 
performance. Those are the hypothesis we support and 
model in this article. 
 
2. Structural Model Proposed by the 

Authors 
 
In this article we propose a structural model where dif- 
ferent elements (contingent factors, human, organiza- 
tional and financial resources, cooperation and informa- 
tion management) affect innovation activities. Those 
activities determine innovation results, affecting firm’s 
performance. 

The most distinguishing feature of the model is versa- 
tility, breaking the linear structure estimation of the rela- 
tionship between R&D, innovation and business per- 

formance. In our model there is a more flexible design: 
first, it uses latent variables, also named constructs, ob- 
tained from observed variables; secondly, it is very ver- 
satile and bendable since it defines different types of 
causality relationships between those constructs. 

The model is represented in Figure 3. 
 

 

Figure 1. Camisón’s model (1999). 
 

 

Figure 2. Hernández & de la calle (2006). 
 

 

Financial resources 
 R&D expenses 

Human resources  
 R&D personnel  

Contingent factors 
 Firm’s size 

 Type of market 

Cooperation 
 Other firms 

R&D activities 
 Internal R&D 

 External R&D  

Innovation results 
 Process innovation 

 Product innovation 

Technological and organizational 
resources 
 Technology and equipment acquisition 
 External knowledge acquisition 
 Production preparation 

 Commercialization preparation 

Information management 
 Internal sources 

 Market related sources 

 Others sources of information 

Firm’s performance 
 Effects on products 

 Effects on processes 

 Other effects 

 

Figure 3. Model proposed by the authors.  
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The model we propose defines three constructs (latent 

variables build up from observed variables) affecting R&D 
activities: “Human resources”, defined by one variable: 
R&D personnel (PIDT3); “Financial resources”, ap- 
proached by R&D expenses (GTID2); and “Coopera- 
tion”, observed by one variable, cooperation with other 
firms (COOPERA). 

“R&D activities” construct is attained using two vari- 
ables: internal R&D activities (IDINTERN2) and exter- 
nal R&D activities (IDEXTERN2). They affect innova- 
tion results as good as firm’s performance. 

The model also considers “Contingent factors”, ob- 
tained from the observed variables size (TAMANO2) 
and type of market (MDO2), and that have a significant 
impact both on “R&D activities” and “Innovation re- 
sults”. 

“Innovation results” is another latent variable obtained 
from two experiential variables: product innovation 
(INNPROD) and process innovation (INNPROC2). It 
depends on four constructs: “R&D activities”, “Contin- 
gent factors”, “Technological and organizational re- 
sources” and “Information management”. 

“Technological and organizational resources” is a la- 
tent variable built up using four observed variables: te- 
chnology and equipment acquisition (GMAQUI3), ex-
ternal technological knowledge acquisition (GTECNO3), 
production preparation (GPREP3) and commercialize- 
tion preparation (GMARKET3). 

“Information management” is another latent variable 
achieved from three information variables: use of inter- 
nal information sources (FUENTE1_2), market related 
sources (FUENTES_MERCADO), and other sources of 
information (FUENTES_OTRAS). 

Finally, firms’ performance is the last construct, de- 
fined as a latent variable obtained from observed vari-
ables effects on products (EFECTO_PRODUCTOS), 
effects on processes (EFECTO_PROCESOS) and other 
effects (EFECTO_OTROS). We assume that firm’s suc- 
cess can be explained by R&D activities, Innovation re- 
sults and Information management constructs. 

The justification for different variables included in the 
model and their relationships are explained in the fol- 
lowing paragraphs. 
 
2.1. Contingent Factors: Company’s Size and 

Market Structure 
 
The relationship between size and innovation has been 
studied by many researchers [7,14-18], without having 
achieved a consensus. Thus, on one side a large group of 
authors note that the firm size positively affects its inno- 
vative behavior [17,19]. In contrast, other authors such as 
[16,20] support the existence of a negative relationship 

between size and innovation. In particular, Audretsch 
suggests that small firms are not necessarily in a disad- 
vantage situation compared to larger, since the ability to 
innovate allows small businesses to offset the advantages 
of large scale [21,22]. 

In this work we adopt an eclectic position, because al- 
though we believe there is a positive relationship be- 
tween size and R&D activities, we make no assumption, 
however, on its direct effect on innovation. We are sug- 
gesting that size influences R&D activities, as these ac- 
tivities require substantial investment, but at the same 
time, we assume that small firms are able to compete on 
an equal footing in terms of innovation. In fact, small 
businesses may obtain innovations despite not having 
carried out systematic R&D activities, as it is acknowl- 
edged by the Oslo Manual (2005) and has been con- 
trasted through empirical evidence. 

Regarding market structure and competitive intensity, 
several authors studied the influence of different vari- 
ables, such as the industrial concentration, barriers to 
entry, environment attractiveness, etc. [23,24]. Following 
this previous studies, in this work we include a variable 
that tries to analyze how market’s structure (defined as 
the extent of the market the firm sales its products: local, 
national, international…) has a direct influence on inno- 
vation activities. 

In this work we can not consider company’s age as a 
contingent factor, since there is no variables available in 
the data obtained from the database PITEC 2006 (i.e., 
company’s age is not included among the available vari- 
ables of this study, due to the anonymization process). 

For the same reason, we can not include in our model 
a variable related to the type of firm’s ownership. 
 
2.2. Human and Organizational Resources 
 
As Hurley and Hult defend in their work [9], human and 
organizational resources of a company directly affect its 
ability to innovate. In numerous works the authors in- 
clude variables related to personnel dedicated to R&D 
and other organizational issues: centralization, speciali- 
zation, formalization [19,25] or related to the develop- 
ment of human resources. 

In our study we also try to specifically analyze the role 
of human and organizational resources related to R&D 
within the company. To do this we only consider one 
factor: personnel engaged in R&D activities (the share it 
represents in total employment). 
 
2.3. Financial Resources 
 
One of the most common indicators used to evaluate the 
commitment of an organization with the R&D is the 
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level of expenditure dedicated to this activity [1,8,26]. 
Given this background, the proposed model also in- 

cludes the role of financial resources to support R&D in 
the company, as a percentage of business turnover. 
 
2.4. Collaboration with Other Agents 
 
Since innovation is effectively conceived as an interact- 
tive learning process, many authors like Narula and 
Dunning argue that collaborative activities between dif- 
ferent agents of a National Innovation System have a 
great importance to achieve economies of scale, avoiding 
duplication of efforts and promoting the dissemination of 
the results of innovation [27]. Other studies have shown 
that cooperation in R&D usually bring significant bene- 
fits to businesses [27-30]. 

Therefore, taking into account the theoretical frame- 
work and previous we also consider the importance of 
collaboration between the company and other actors in 
explaining its ability to develop R&D. 
 
2.5. Technology Resources 
 
Following the initial approach of references such as 
[9,31], and taking into account the methodology pro- 
posed by the Oslo Manual (2005), we also included in 
our model variables related to the technology available at 
the company as a key factor in explaining its innovative 
capacity. 

As we have said, we include the role of technology 
resources by means of four variables: acquisition of new 
technological equipment to support innovation, acquisi- 
tion of external technological knowledge, production 
preparation and commercialization preparation. 
 
2.6. Information and Knowledge Management 
 
In a global, complex and very dynamic economy, com- 
panies must pay much more attention to a growing num- 
ber of information sources in other to be prepared for 
changing conditions in markets, launch of new products 
and technologies and an increasing competence all over 
the world. 

Freeman suggests that innovation should be seen as an 
interactive process in which a company acquires knowl- 
edge through its own experience in the design, develop- 
ment, production and marketing of new products, con- 
stantly learning from its relationships with various ex- 
ternal sources: customers, suppliers and other organiza- 
tions such as universities, technological institutes, con- 
sultants, etc. [32]. 

Other authors such as [15] include in their analysis the 
role played by information management to carry out in- 
novations, distinguishing between internal and external 
sources (customers, suppliers, scientific and technologi- 
cal studies, market surveys, etc.). 

Considering all this previous references and theoretic- 
cal background, we introduce in our model the role of 
information and knowledge management as an element 
that could be of particular importance in the innovative 
behavior of the company. This is done using three factors 
related to information management: the use of internal 
information, the use of market related sources of infor- 
mation (clients, providers and competitors) and other 
sources of information (scientific reviews, industrial as- 
sociations, conferences, etc.). 
 
2.7. R&D Activities 
 
Given the framework of the Frascati Manual and the 
Oslo Manual [33,34], R&D activities are included within 
the list of activities considered necessary for technologi- 
cal innovation1. 

Moreover, the interactive model [6] considers R&D 
activities as a tool that can be used to solve problems 
occurring during the processes of innovation, being able 
to enter the process at any phase. 

Therefore, our model considers the role played by R& 
D activities as a key factor that can contribute positively to 
the success in obtaining innovation, but R&D is not a 
requirement or prerequisite for success in innovation 
process, as it was suggested in the linear model of inno- 
vation. 

In our work we also analyze the direct impact R&D 
activities can have in innovation results and even in 
firm’s performance, as these activities could contribute 
to the achievement of radical innovations that provide 
greater competitive advantage [18,35-39]. 

The construct that is included in our model in order to 
take into account the role of R&D is defined by two 
variables: internal R&D activities and external R&D 
activities. 
 
2.8. Innovations Results 
 
Our proposed model includes a construct devoted to in- 
novations results, distinguishing between product inno- 
vations and process innovations. This element depends 
not only on the R&D activities carried out by the com- 
pany, but also other factors related to the technology 
incorporated by the company or the management of in- 
formation and knowledge. 

Furthermore, in accordance with the contributions of 
major authors who have analyzed the processes of inno- 
vation, it is considered that these innovations have a 

1But as it is appointed by the Oslo Manual, innovations can be achieved 
inside an organization without having carried out previous R&D activi-
ties. 
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positive impact on organizational performance [15,18, 
34,40-45]. 
 
2.9. Business Performance 
 
Following the Oslo Manual, in our model business per- 
formance is determined using three indicators: the effects 
of R&D activities and innovation on products, the effects 
of R&D activities and innovation on processes and other 
effects on firms’ performance. 

“Effects on products” is measured taking into account 
the following variables: 

• Increase of products portfolio. 
• Increase of market share. 
• Products quality improvement. 
• Production flexibility improvement. 
“Effects on processes” is analyzed through the fol- 

lowing variables: 
• Production flexibility improvement. 
• Increase of production capacity. 
• Labour costs reduction. 
• Raw materials and energy saving. 
Finally, “other effects” is included to take into account 

these other variables: 
• Environmental impact reduction. 
• Regulations compliance. 

 
3. Methodology for Studying and Validating 

the Proposed Model 
 
In order to analyze and evaluate the model we have ap- 
plied PLS technique to the Structural Equations Model 
(SEM) defined in Figure 3. 

As we have said before, the model establishes multiple 
relationships between endogenous and exogenous vari- 
ables taking into account, at the same time, that there are 
several interactions between dependent and independent 
variables. Therefore, the analysis technique is Structural 
Equations Model [46]. 

In SEM we combine a predictive approach, typical of 
classic econometric techniques, with a psychometric meth-
odology, applying factorial analysis to obtain latent 
variables (non observed variables named constructs) 
from observed ones. Therefore, in a SEM we consider 
two types of models: 

1) A model of measure applying factorial analysis. 
With this model we can observe the consistency 
and strength of theoretical constructs. Those con- 
structs can be composed by reflective or formative 
indicators [47]. In our model all of them, with the 
exception of firm’s performance, are generated 
from formative variables. 

2) A structural model to analyze the causality inter- 
actions between independent constructs (exoge- 
nous) and dependent ones (endogenous). 

Moreover, since the theoretical model proposed is ex- 
ploratory and we use Boolean and categorical variables 
without any previous assumption about data distribution, 
we apply Partial Least Squares (PLS) technique. 

In PLS reflective indicators are determined by the 
construct and they covariate. That is why we should em- 
ploy factorial loads to evaluate those constructs. On the 
contrary, constructs based on formative indicators are a 
function of those items, and they do not need to be cor- 
related. Latent variables with formative indicators have 
to be analyzed using their weights. 

Therefore, if we want to evaluate a PLS model we 
should follow two stages [48]: 

1) Study of validity and reliability of the model of 
measure: in this phase it is necessary to analyze if 
theoretical concepts (approached by constructs) are 
correctly measured by observed variables. 

2) Evaluation of structural model. In this second 
stage we study the relationships between constructs. 
So, we should focus on the following questions: 
a) Estimate the share of endogenous variables’ 

variance explained by exogenous constructs. 
b) Evaluate the influence of independent variables 

in dependent variables’ variance. 
The last factor we should consider in this kind of 

studies is sample’s size, which depends on the complex- 
ity of the model (number of constructs and indicators, 
and structural relations). A convenient rule establishes 
that to determine the minimum sample we should multi- 
ply by 10 either the number of indicators included in the 
most complex formative construct (3 in our case) or the 
highest number of constructs that affect an endogenous 
construct (4 in our case). 
 
4. Empirical Data Used to Validate the Model 
 
In order to validate the proposed model we use data 
coming from PITEC 2006. This is a database obtained 
from the Spanish National Statistics Institute’s Survey on 
Firms Technological Innovation2. 

The Technological Innovation Panel (PITEC) is a sta- 
tistical instrument for studying the innovation activities 
of Spanish firms over time. The data base is being car- 
ried out by the INE (The National Statistics Institute), 
which counts on advice from a group of university re- 
searchers and the sponsorship of FECYT and COTEC. 
Begun in 2004, the final aim of this project is to improve 
the statistical information available on firms’ innovation 
activities, and the conditions for scientific research on 
said topic. 

2Data can be downloaded from 
http://sise.fecyt.es/sise-public-web/cargarArchivo.do?id=1393 
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Except for the anonymization of a set of variables, the 
files available on the web site correspond with the files 
in the hands of the INE. This anonymization is necessary 
in order to avoid the disclosure problem (i.e., the possi- 
bility of identifying firms through the data). 

We employ 2224 observations referred to firms with 
200 or more employees (Spanish big firms), with or with- 
out innovation activities. This sample is representative, 
since it covers 73% of all Spanish firms with 200 or 
more employees (according to data referred to 2003), and 
the sample design allow for inferences at the country leve l. 

The main characteristics of the sample are shown in 

Table 1. 
 
5. Discussion of Results and Model Validation 
 
As we said, we employ PLS technique to estimate Struc- 
tural Equations Model3. The main results of the study are 
included in next graph (Figure 4): 

First we present regression weights and factorial loads 
for different constructs, since in order to evaluate the 
model we need to employ loads for reflective indicators 
and weights for formative variables (Table 2). 

Regression coefficients (path values) between exoge- 
nous constructs (independents) and endogenous ones 
(dependent) are included in the following (Table 3). 
In order to evaluate the consistency of the model of 

measure we employ the following tests: 
1) Reflective indicators 

a) Liability of each item evaluating its factorial 
load. Carmines and Zeller (1979) establish the 
criterion that loads should be bigger than 0.707. 
In our case firm’s performance variables satisfy 
this constrain since effect on products = 0.915, 
effect on processes = 0.924 and other effects = 
0.882. 

b) Composite reliability. It is use to test internal 
consistency. The criterion implies that: 

 
Table 1. Main characteristics of the sample. 

 
 

 

Financial resources 
 R&D expenses 

Human resources  
 R&D personnel  

Contingent factors 
 Firm’s size 

 Type of market 

Cooperation 
 Other firms 

R&D activities 
 Internal R&D 

 External R&D  

Innovation results 
 Process innovation 

 Product innovation 

Technological and organizational 
resources 
 Technology and equipment acquisition 
 External knowledge acquisition 

 Production preparation 

 Commercialization preparation 

Information management 
 Internal sources 

 Market relates sources 

 Others sources of information 

Firm’s performance 
 Effects on products 

 Effects on processes 

 Other effects 

H1=0.030* 

H2=0.027* 

H3=0.548** 

H4=0.380*** 

H5=0.062**
* 

H6= 0.188*** 

H7=0.116*** 

H8=0.043** 

H9=0.639*** 

H10=0.627*** 

H11=0.278*** 

R2=0.744 

R2=0.640 

R2=0.777 

 

Figure 4. Estimation results. Note: *p < 0.005; *p < .01; *** p < 0.001.   
3We use PLS-Graph software, developed by professor Chin. 
http://disc-nt.cba.uh.edu/chin/indx.html 
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is bigger than 0.7, where λi is the standardized 
load of i indicator, εi is measurement error and 
var(εi) = 1 – λ²i. In our case the value obtained is 
0.933. 

c) Convergent validity. We use average variance 
extracted (AVE) proposed by Fornell and Larck- 
er [47]. The value of the expression: 

 

2

2 var ε

i

i ii

AVE








 
 

should be bigger than 0.5, since more of 50% of  

construct variance should be explained by its 
variables. In our study it reaches the value 0.823. 

2) Formative indicators 
a) Multicolineality. First we should avoid a multi- 

colineality problem. Therefore we calculate an 
Inflation Variance Factor (FIV) demanding a 
value smaller than 5 for all indicators. The results 
are included in Table 4. 

b) Discriminating validity. To test differences be- 
tween constructs we employ two criterions: First, 
we test that AVE should be bigger than any other 
correlation between variables [47]. We substitute 
the diagonal of correlation matrix for AVE. The 
results are Table 5. 

 
Table 2. Construct’s weights and factorial loads. 

Construct Type of construct Variable Type of variable Weight Load 

Independent    Inward 
Contingent factors (CF) 

 Size Formative 0.2796 0.2215 

  Market Formative 0.9769 0.9603 

  Outward  
Human resources (HR) Independent 

R&D personnel Formative 1 1 

Tech & Org. resources (TOR) Independent   Inward  

  Equip. acquisition Formative 0.6299 0.7684 

  Production preparation Formative 0.1553 0.4277 

  Market preparation Formative 0.5204 0.6766 

  External Knowledge Formative 0.2368 0.4114 

Information management (IM) Independent   Inward  

  Market information Formative 0.4158 0.9256 

  Other information Formative 0.1311 0.7791 

  Internal information Formative 0.5474 0.9370 

Financial resources (FR) Independent   Outward  

  R&D expenditures  1 1 

Cooperation (COO) Independent     

  Cooperation with other firms Formative 1 1 

R&D activities (RD) Dependent   Inward  

  Internal R&D Formative 0.7896 0.9341 

  External R&D Formative 0.3851 0.6815 

Innovation results (IR) Dependent   Inward  

  Product innovation Formative 0.3963 0.7586 

  Process innovation Formative 0.7455 0.9381 

Firm’s performance (FP) Dependent   Outward  

  Product effects Reflective 0.3853 0.9153 

  Process effects Reflective 0.3869 0.9240 

  Other effects Reflective 0.3286 0.8822 
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Table 3. Path values. 

 
 

Table 4. Inflation variance factor. 

 
 

All the variables satisfy the criterion. Secondly we 
analyze if a construct shares more variance with its own 
indicators rather than with other variables [48]. The 
cross-loading table is Table 6. 

Only Size, External Knowledge, Other Information 
Sources, External R&D and Product Innovation present 
some problems, as it has been shown with highlighted 
text (with blue colour) in the previous table. 
To analyze structural model we propose to test: 

1) The share of the variance of each dependent con- 
struct explained by independent variables (R2) 
value should be bigger than 0.1. The results are in 
Table 7. 

2) To study independent variables contribution to ex- 
plained variance of dependent variables we use a 
criterion proposed by Falk & Miller. They suggest 
an empirical rule where predictor variable should 
explain at least 1.5% of the variance [49]. Follow- 
ing their criterion we obtain Table 8. 

All the variables contribute to variance with more than 
1.5% and satisfy the criterion, exception made of con- 
tingent factors and cooperation. 

Moreover, we can observe that the most influent vari- 
able in R&D activities construct is Human resources, 
explaining 44.1% of variance, followed by financial re- 
sources (28.3%). On the contrary, contingent factors 

have a residual share. 
In Innovation results construct the most relevant factor 

is information management (almost 50% of the explained 
variance). 

At last, in firm’s performance construct is again in- 
formation management the highest contributor, explain- 
ing 54% of the variance. Innovation results add with 
21.7% and R&D activities with a very small 2%. 

Accordingly, we can now look at the hypothesis we 
formulated and check them. In order to estimate the pre- 
cision of the PLS estimates non-parametric techniques of 
re-sampling, such as Jacknife or Bootstrap, should be 
used. Both methods provide standard errors and t-statis- 
tics of parameters [50]. In our case we employed Boot- 
strap technique, obtaining the following results: 

• Hypothesis 1: Contingent factors (size and market 
extent) affect positively to R&D activities: accepted 
with p < 0.05. 

• Hypothesis 2: Contingent factors have a positive 
effect on innovation results (product and process): 
accepted with p < 0.05. 

• Hypothesis 3: Human resources influence posi- 
tively R&D activities: accepted with p < 0.001. 

• Hypothesis 4: Financial resources directed to R&D 
activities have a positive effect on R&D activities: 
accepted with p < 0.001. 

• Hypothesis 5: Cooperation with other agents gen- 
erates a positive effect on R&D activities: accepted 
with p < 0.001. 

• Hypothesis 6: Technological and organizational re- 
sources positively affect to innovation results: ac- 
cepted with p < 0.001. 

• Hypothesis 7: External or internal R&D activities 
have a positive effect on innovation results: ac- 
cepted with p < 0.001. 

• Hypothesis 8: External or internal R&D activities 
positively affect firm’s performance: accepted with 
p < 0.01. 

• Hypothesis 9: Information management activities 
have a positive effect on innovation results: ac- 
cepted with p < 0.001. 

• Hypothesis 10: Information management activities 
positively influence firm’s performance: accepted 
with p < 0.001. 

• Hypothesis 11: Innovation results have a positive 
effect on firm’s performance: accepted with p < 
0.001. 

Finally, in order to measure the predictive capacity of 
dependent constructs we have employed Stone-Geisser 
test [51,52]. In this case we have calculated Q2 value 
(cross-validated redundancy). If Q2 is bigger than 0 then 
the model has predictive relevance (as shown in Table 
9).    
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Table 5. Discriminate analysis. 

Discriminate analysis C.F. H.R TOR. IM FR COO R&D Act IR FP 

Contingent factors 0.697         

Human resources 0.167 1.000        

Tech. & Org. resources 0.160 0.142 0.592       

Information Management 0.214 0.351 0.402 0.884      

Financial resources 0.239 0.633 0.199 0.406 1.000     

Cooperation 0.049 0.165 0.083 0.279 0.161 1.000    

R&D activities 0.215 0.804 0.173 0.459 0.744 0.215 0.818   

Innovation 0.218 0.371 0.469 0.773 0.404 0.218 0.853   

Firm’s performance 0.219 0.359 0.417 0.861 0.416 0.217 0.455 0.872 0.907 

 
Table 6. Cross-loading table. 

 C.F. H.R TOR. IM FR COO R&D Act Innovation F.Perform 

Size 0.22148 –0.03643 0.03705 0.06263 0.00342 0.06147 0.02999 0.06582 0.04694 

Market 0.96026 0.18133 0.15280 0.20105 0.24398 0.19780 0.21178 0.20471 0.21076 

R&D Pers 0.16695 1.0000 0.14179 0.35146 0.63291 0.34679 0.80396 0.37086 0.35927 

Equip. Acq 0.12079 0.07171 0.76835 0.33122 0.14031 0.35318 0.10424 0.36027 0.36498 

Prod. Prep. 0.07265 0.06825 0.42771 0.15435 0.04393 0.15723 0.06442 0.20056 0.15398 

Market Prep. 0.10745 0.13202 0.67669 0.24454 0.17403 0.21611 0.14980 0.31726 0.23798 

Ext. Know 0.06897 0.07311 0.41137 0.17614 0.05510 0.15924 0.08020 0.19289 0.16519 

Mark. Inform. 0.19419 0.30815 0.38829 0.92565 0.37062 0.77077 0.41708 0.69884 0.81258 

Other Inform. 0.15087 0.28416 0.30503 0.77910 0.28753 0.61260 0.36854 0.56552 0.70426 

Inter. Inform. 0.20712  0.33989 0.36559 0.93702 0.39187 0.85732 0.43293 0.74612 0.78782 

R&D expenses 0.23930 0.63291 0.19882 0.40635 1.0000 0.40822 0.74435 0.40422 0.41555 

Cooperation 0.21041 0.34679 0.39705 0.87008 0.40822 1.0000 0.44714 0.78346 0.78155 

Int. R&D 0.17138 0.85000 0.13228 0.39879 0.61593 0.37922 0.93409 0.39574 0.39693 

Ext. R&D 0.20757 0.34491 0.17698 0.37352 0.66982 0.38346 0.68151 0.34954 0.36656 

Product Inn. 0.17155 0.31590 0.38007 0.57226 0.34750 0.59253 0.36672 0.75864 0.59459 

Process Inn. 0.20172 0.32954 0.42687 0.73278 0.35748 0.73579 0.40479 0.93809 0.73249 

Product Eff. 0. 22022 0.36316 0.40711 0.81366 0.40974 0.72773 0.45557 0.74648 0.91526 

Process Eff. 0.20545 0.30989 0.37944 0.81911 0.38103 0.78315 0.40666 0.75246 0.92396 

Other Eff. 0.16637 0.30267 0.34430 0.70332 0.33558 0.60320 0.37050 0.61791 0.88222 

 
6. Main Conclusions 
 
In this article we have proposed a model to analyze in- 
novative behavior of Spanish industrial firms with more 
than 200 employees and its effects on firm’s perform- 
ance. Its main characteristic is versatility, since we have 

introduced flexible relationships between different ele- 
ments affecting firms’ innovation attitude, R&D active- 
ties and business results. That means to apply Structural 
Equations Models and PLS techniques. 

Our model defines nine constructs, latent variables cre- 
ated from observed variables: contingent factors, obtained 
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Table 7. Variance of each dependent construct explained by 
independent variables. 

 
 

Table 8. Contribution to explained variance of dependent 
constructs. 

“R&D Activities” Construct 

Constructs Path Correlation 
Explained 

Variance (%)

Contingents 
Factors 

0.030 0.215 0.006 

Human resources 0.548 0.804 0.441 

Financial  
resources 

0.380 0.744 0.283 

Cooperation 0.062 0.215 0.013 

  R2 0.743 

“Innovation” Construct 

Constructs Path Correlation 
Explained 

Variance (%)

Contingent  
Factors 

0.027 0.218 0.006 

Technological 
resources 

0.188 0.469 0.088 

Information 
management 

0.639 0.773 0.494 

R&D activities 0.116 0.447 0.052 

  R2 0.640 

“Firm’s performance” Construct 

Constructs Path Correlation 
Explained 

Variance (%)

R&D activities 0.043 0.455 0.020 

Innovation 0.278 0.782 0.217 

Information 
management 

0.627 0.861 0.540 

  R2 0.777 

 
Table 9. Stone-geisser test. 

 Q2 

R&D activities 0.474 

Innovation 0.446 

Firm’s performance 0.628 

from firm’s size and market extension; human resources, 
approached by R&D personnel; financial resources, cre- 
ated using R&D expenses; cooperation, using informa- 
tion from cooperation with other firms; R&D activities, 
obtained from external and internal R&D expenses; in- 
novation results, from two variables, product and process 
innovation; information management, approached with 
the information of three sources: internal, market and 
other kind; technological and organizational resources, 
including the variables equipment and technology acqui- 
sition, external knowledge purchase; and production and 
commercialization preparation; and Firm’s results, reached 
with the effects of innovation on products, processes and 
others. 

Since the relationships between constructs are com- 
plex, we employ a Structural Equations Model in order 
to arrive at a solution. The data come from PITEC and 
include a sample of 2224 Spanish firms with more than 
200 workers. This is a database obtained from the Span- 
ish National Statistics Institute’s Survey on Firms Tech- 
nological Innovation. 

The model is tested using PLS technique, a second 
generation multivariate analysis method especially rec- 
ommended for research in business administration area, 
since it is usual in this field to find one of the next condi- 
tions: theory is not well built; the measures are not fully 
developed; data do not have normal distributions (some- 
times the distribution is even unknown) or several vari- 
ables are ordinal, categorical or dummies (this is our 
case). 

In this work we have been able to reveal that when we 
evaluate R&D activities the most important factors are 
Human Resources allocated to them, since they represent 
44% of the construct’s variance, followed by financial 
resources (28% of variance). On the contrary, contingent 
factors and cooperation have a very small weight. In 
other words, R&D in Spain, or more exactly its low level, 
is not an economic problem but the small number of 
people dedicated to this activity in our firms. This is 
probably the consequence of the lack of an entrepreneur- 
rial research culture. 

In reference to Spanish big firms’ results of innovation, 
both process and product, we have proved that informa- 
tion management is the most relevant factor (49% of 
construct’s variance). The other three elements, contin- 
gent factors, technological and organizational resources 
and R&D activities are not very relevant. 

Finally, the main construct to delimitate firm’s per- 
formance variance is information management (54%), 
followed by innovation results (21%) and R&D activities 
(2%). 

So, if we sum up a lack of entrepreneurial innovation 
culture in Spanish firms and the relevance of R&D in 
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firm’s economic outcome we can conclude that it is 
compulsory a new way to focus Spanish industrial policy, 
oriented to beat this deficient interest in technological 
developments and concentrate the efforts in R&D and 
innovation. 
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