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ABSTRACT 

Rapid advances in sensor technologies have facilitated the development of high-performance electronic noses that can 
detect and discriminate volatile compounds in situ. The research and development of electronic noses has resulted in a 
new qualitative and semi-quantitative detection approach in the field of clinical diagnostics. Electronic noses have a 
clear potential to be a non-invasive, simple and rapid but above all accurate early diagnostic screening tool. This review 
collates existing knowledge of recent advances in electronic nose technologies and applications. 
 
Keywords: Electronic Nose; Biosensor; Clinical Diagnosis 

1. Introduction 

Due to an increase in awareness that the early detection 
of diseases greatly increases the chances for successful 
treatment, there is an urge in demand for inexpensive, 
non-invasive, simple, and fast early qualitative diagnosis 
of diseases. Using odors to detect diseases can be traced 
back to ancient times, originating with Hippocrates 
around 400 B.C., and is directly related to traditional 
medicine in different cultures [1].The selective detection 
of various volatile compounds in odors sampled from the 
human body is of great significance to early clinical dia- 
gnosis. Many methodologies have been applied to invest- 
tigate the odor feature of samples, and human assessment 
has been the main tool of diagnosis for many years. How- 
ever, this evaluation has its deficiencies, such as subject- 
tivity, variability, time consumption, low reproducibility, 
fatigue, and infections. Recently, an objective instrument 
like gas chromatography coupled with mass spectrometry 
has become one of the most widely used analytical de- 
tectors for clinical diagnosis [2]. Nevertheless, these ana- 
lytical instruments are large, expensive and require 
trained operators, which place significant limitations on 
their applications and potential markets. Therefore, a new 
instrumental methodology of mimicking the human ol- 
factory perceptions to odor profiles can revolutionize 
clinical diagnostics because of its ability to be a non- 
invasive, simple, rapid and accurate early diagnostic tool. 

Along with the significant developments in biosensors, 
electronic noses have been developed for detecting vola- 
tile compounds from the human body for clinical diagno- 
sis, such as rapid detection of tuberculosis (TB), Helico- 
bacter pylori (HP) and urinary tract infections (UTI). 

This review aims to describe the use of electronic 
noses in clinical diagnosis. The main features and the 
working principles of modern electronic noses are intro- 
duced. The current electronic nose technology and the 
most relevant contributions in disease diagnoses are pre- 
sented afterwards. Finally, some interesting remarks 
concerning the challenges and future trends of electronic 
noses in medical application are mentioned. 

2. Components and Techniques of an  
E-Nose in Clinical Diagnosis 

An electronic nose is first defined as a device which 
comprises of an array of chemical sensors with different 
selectivity, a signal-preprocessing unit and a pattern rec- 
ognition system [3].The interaction between volatile or- 
ganic compounds (VOC) with an array of sensors gener- 
ates a characteristic fingerprint which can be recognized 
by comparing it with previously recorded patterns in the 
recognition system. Electronic noses can be used for de- 
tecting bacterial pathogens, either in vitro or in vivo, or 
as a potential tool for the identification of patients with 
diseases, such as lung cancer, chronic obstructive pul- 
monary disease (COPD) and asthma [4]. In a broader 
sense, an electronic nose device is composed of three *Corresponding author. 
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systems: 1) a sample delivery system, 2) a detection sys- 
tem and 3) a data computing system [5]. 

2.1. Sample Delivery System 

The sample delivery system introduces odors to be ana- 
lyzed into the detection system. It includes a pretreatment 
step whose goal is to enrich, clean up and enhance the 
signal. Although this step tends to be slow and labor- 
intensive, it improves the quality of the analysis by 
adopting an appropriate sampling technique. Current 
main techniques to introduce the volatile compounds 
extracted from samples into the electronic nose detection 
system are described thereafter. 

2.1.1. Static Headspace Extraction (SHS)  
Static headspace extraction (SHS) is one of the most 
common techniques for quantitative and qualitative ana- 
lysis of volatile compounds from a variety of matrices. In 
the SHS technique, a sample is placed in a hermetically 
sealed vial and then volatile components can be extracted 
from the sample once equilibrium has been established 
between the matrix and the gaseous phase. The form of 
matrix of the sample, vial volume and temperature are 
the main factors to optimize the extraction for efficiency, 
sensitivity, quantitation and reproducibility. Bernabei et 
al. has adopted SHS to extract volatile compounds from 
the headspace of urine samples for diagnosing urinary 
tract cancers experiment [6]. 

2.1.2. Dynamic Headspace Extraction (DHS)  
Dynamic headspace extraction (DHS) or purge and trap 
(P&T) relies on the volatility of analytes to achieve ex- 
traction from the matrix like SHS technique. However, 
VOC are removed from the sample continuously by a 
flowing gas before equilibrium is achieved between the 
gaseous phase and matrix. In the purge and trap tech- 
nique, samples are placed in a purged vessel and the vo- 
latile components are purged by a stream of inert gas and 
trapped into an adsorbent. The trap is subsequently 
heated to desorb VOC molecules into a detection system 
which increases sensitivity for analysis. Kanoh et al. un-
dertook a study of diagnosing interstitial lung diseases 
using trap and purge to concentrate ethane from exhaled 
breath samples. Activated coconut charcoal surrounded 
by dry ice is used as adsorbent to trap the sampled gas 
and then heated to drive off the absorbed ethane. The 
desorbed gas was transferred to an airtight syringe for 
analysis [7]. 

2.1.3. Solid-Phase Microextraction (SPME)  
Solid-phase microextraction (SPME) involves the use of 
a fiber coated with sorptive material in the headspace of 
the sample to extract volatile analytes from a sample ma- 

trix onto the fiber. After extraction has ideally reached 
equilibrium, the fiber is heated to desorb the solutes into 
the detection system. Success relies on choosing an ap- 
propriate coating for volatile analytes, extraction time, 
sample volume, heating temperature, and modification of 
the sample matrix. For multianalyte extraction, the use of 
several diverse SPME fiber coatings can be taken into 
consideration. Dixon et al. employed SPME to facilitate 
the isolation and analysis of VOCs from human feces for 
diagnosing human health conditions. They indicated that 
multifarious nature of metabolites present in human feces 
dictates the use of different SPME fiber coatings. Eight 
different SPME fibers are utilized as a set of fibers ap- 
propriate for human fecal VOC metabolomics and ob- 
tained an evaluation of 90% isolation of the total me- 
tabolites [8].  

There are a variety of techniques available for the ex- 
traction of VOCs from various matrices. The choice of 
sampling headspace technique used as the sample delive- 
ry system depends on the type of sample matrix, infor- 
mation required (quantitative or qualitative), sensitivity 
required, the need for automation and budget. SHS is the 
most widely used extraction method due to its minimal 
sample preparation, simplicity, rapidity, use of little or no 
solvent, and inexpensive characteristic. However, SHS 
has a low sensitivity as analytes are not pre-concentrated. 
Introducing a pre-concentration step can improve sensi- 
tivity, at the cost of increasing the time of analysis. In 
addition, incomplete desorption of VOCs, introductions 
of impurities, decomposition of analytes and irreversible 
adsorption might occur during the pre-concentration step. 
For instance, silica gel and Tenax are commonly used 
sorbents for trapping VOCs. Tenax is a porous polymer 
resin which has a low affinity for water. However, highly 
volatile compounds and polar volatile compounds are 
poorly retained on Tenax. It might decompose when 
heated to temperature above 200˚C. Silica gel is a stron- 
ger sorbent than Tenax and its hydrophilic characteristic 
makes it an excellent material for trapping polar com- 
pounds but it also retains water. 

2.2. Detection System 

Technology in detection systems has developed signify- 
cantly along with advances in different sensor platforms 
and complex microarray devices. Since the first sensor 
array was developed using Metal Oxide Semiconductor 
(MOS), various advanced devices based on nanotech- 
nology have been developed including metal oxide 
semiconducting field effect transistors (MOSFET), con- 
ducting polymer sensors (CP), optical sensors, quartz 
crystal microbalance sensors (QCM), and surface acous- 
tic sensors (SAW) [9-13]. 
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2.2.1. Metal Oxide Semiconductor (MOS) Sensor  
MOS sensors are one of the most commonly utilized 
sensor systems as they possess a broad range of elec- 
tronic, chemical, optical and physical properties that are 
often stable to vary with the composition of surrounding 
gas atmosphere [14]. The oxide materials in MOS sen- 
sors contain chemically adsorbed oxygen species, which 
can interact with gaseous molecules on the metal oxide 
surface thus altering the conductivity of the oxide [15]. 
The change in resistance depends on the VOC that inter- 
acts with the adsorbed oxygen on the semiconductor, the 
metal oxide grain size and the temperature at which the 
sensing takes place [16]. MOS sensors have the advan- 
tage of being inexpensive, robust, long lasting and rapi- 
dly responsive; nevertheless, they require high-tem- 
perature material processing, generally functioning at 
300-500˚C, to allow rapid and reversible reactions at the 
sensor surface and avoid formation of a layer of chemi- 
sorbed water that would inhibit the reaction with VOCs 
[17-20]. These results in large power consumption espe- 
cially in traditional MOS sensors configured as single 
crystals, thin/thick films and ceramics [21-23]. 

2.2.2. Metal-Oxide-Semiconductor Field-Effect  
Transistor (MOSFET) 

MOSFET odor sensing devices works on the principle 
that VOCs interact with the gate material, usually a cata- 
lytic metal, leading to gas diffusion through the gate and 
thus changing the threshold voltage of the device. It has 
been proven that the shift of the threshold voltage is 
proportional to the concentration of the analyte. For gas 
diffusion to occur, a porous gas sensitive gate material is 
required to facilitate diffusion of gas into the material 
[24]. Conducting polymers have been widely used as the 
gate material, such as poly (ethylene-co-vinyl, acetate, 
poly (styrene-co-butadiene), poly (9-vinylcarbazole) and 
platinum (Pt), palladium (Pd) and iridium (Ir) can be 
employed as catalytic metals. MOSFETs can be pro- 
duced using standard micro-fabrication techniques and 
operated at much lower temperatures (around 150˚C) 
than MOS sensors. The sensitivity can be optimized by 
changing the gate material and thickness, porosity of the 
metal gate, and operation at different temperatures. 
MOSFET sensors are robust and can be made with IC 
fabrication processes which minimize batch-to-batch 
variations. However, MOSFET sensors undergo baseline 
drift similar to that of the conductivity sensors.  

2.2.3. Conducting Polymer (CP) Sensors 
Conducting polymers are widely used as sensor elements 
in electronic noses as they provide different reversible 
physic-chemical properties and high sensitivity to groups 
of volatile compounds. In these sensors, interaction be- 
tween polymers and volatile compounds lead to a change 

in resistance of conducting polymers on a sensor surface. 
Different polymers respond to diverse vapors with diffe- 
rent physiochemical properties and properties of CPs 
strongly depend on doping level, ion size of the dopant, 
protonation level and water content. A number of clinical 
applications of conducting polymers to electronic noses 
have been performed in several years. Aathithan et al. 
used a commercial electronic nose consisting of an array 
of polymer sensors to diagnose bacteriuria by detection 
of VOCs in urine [23]. Fend et al. used an electronic 
nose consisting of 14 different polymers to implement 
early detection of Tuberculosis [25]. In comparison with 
MOS which operates at high temperature, CP sensors can 
quickly respond to VOCs under ambient temperature 
conditions [26]. However, CPs are easily affected by hu- 
midity and sensor drift due to oxidation of the polymer 
over time [27]. 

2.2.4. Optical Sensors 
In optical electronic noses, a light source excites the 
volatile analyte, producing a signal that can be measured 
in resulting absorbance, fluorescence, polarization, re- 
fractive index, interference, scattering and reflectance 
[28]. An optical sensor in detection system comprises 
four basic components: a light source, suitable optics for 
directing light to and from the sensor, sensing materials 
or sensor and a photodetector for detecting light signals 
coming from the sensor. A wide selection of light 
sources are available for optical sensors, including highly 
coherent gas and semiconductor diode lasers, broad 
spectral band incandescent lamps, and narrow-band, 
solid-state, light-emitting diodes (LEDs) [29-32]. Photo- 
diodes, CCD and CMOS cameras can be employed to 
detect output signals, but the choice must be made care- 
fully and take into account the specifications required, 
such as sensitivity, detectivity, noise, spectral response, 
and response time. Optical sensors can generally be 
categorized into two types, i.e. intrinsic optical and ex- 
trinsic optical sensors. For an intrinsic sensor, gaseous 
compounds can be detected directly by measuring chang- 
es in optical properties on the sensing surface such as 
absorbance, fluorescence and refractive index at their 
absorption, emission or resonance wavelengths. Based on 
this idea, some approaches applied to electronic noses 
have been developed including waveguides method, sur- 
face plasmon resonance, interference or reflection-based 
method, and scanning light-pulse technique. For an ex- 
trinsic sensor, an indicating species is employed to detect 
the analyte by being attached on an optical substrate. 
Indicators can be dyes, polymers or other materials that 
interact with the analyte to produce signal modulation. 
The colorimetric method is the most commonly used 
technique using this theory. Over the past two decades, 
advanced optical sensing in clinical diagnosis applica- 
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tions has been developed with the advent of revolutions 
in detector technology. In a breath analysis study, Wang 
and Sahay analyzed 14 of the established breath bio- 
markers, i.e., ethane, ammonia, acetone, nitric oxide and 
carban dioxide by applying a laser absorption spectro- 
scopic technique [33]. Mitsubayashi et al. conducted 
research on an optical bio-sniffer for methyl mercaptan 
in halitosis [34]. Choi et al. used a SPR protein sensor 
using the Vroman effect for real-time, sensitive and se- 
lective detection of proteins. This protein detector can be 
integrated with microfluidic systems which can provide 
extremely sensitive and selective analytical capability 
[35]. 

2.2.5. Piezoelectric Sensors 
Piezoelectric sensors rely on the piezoelectric effect, 
discovered by the Curie brothers in 1880, which states 
that certain crystals generate an electrical potential pro- 
portional to an applied mechanical stress. Inversely, 
when an electric potential is applied, piezoelectric crys- 
tals undergo a mechanical deformation which can in 
turncreate a mechanical pressure. In these sensors, piezo- 
electric crystals have a resonant frequency which is 
highly sensitive to the mass change applied to the crys- 
tals [28]. Selective coating sallow specific gaseous com- 
pounds to be adsorbed on the crystal, leading to an in- 
crease in mass and changing the frequency of oscillation 
correlated with analyte concentration. Several different 
forms of piezoelectric sensors exist, including bulk 
acoustic wave (BAW), surface acoustic wave (SAW),  

quartz crystal microbalance (QCM), flexural plate wave 
(FPW) and shear horizontal acoustic plate mode (SH- 
APM). Many researchers are involved with optimizing 
the methodology of piezoelectric sensor. Wang et al. 
used a pair of SAW sensors to detect different VOCs 
exhaled by lung cancer cells. Breaths odors are collected 
in inert Tedlar bags and pre-concentrated by a heat de- 
sorption system. Polymer film was attached on the sur- 
face of SAW sensors to improve the sensitivity of detec- 
tion. VOCs were continuously absorbed on the polymer 
coated SAW sensor and the frequency response was de- 
tected. The SAW sensors can discriminate breath from 
lung cancer patients, chronic bronchitis patients and 
healthy persons for pathology analysis. It was found that 
the results from the SAW sensors compared favorably 
with those obtained by GC-MS [36]. An electronic nose 
based on eight QCM gas sensors was employed to meas- 
ure urine headspace for an early and non-invasive diag- 
nosis of urinary tract cancers. QCM sensors are coated 
by sensing layers of metalloporphyrins. It is shown that 
the electronic nose is able to detect anomalous composi- 
tion of urine headspace and has 100% accuracy for clas- 
sification of patients and healthy people [6]. 

Table 1 gives an overall summary in advantages, dis- 
advantages, and application fields for the mentioned 
sensing methods. 

2.3. Data Computing System 

In data computing systems, pattern-recognition techni-  
 

Table 1. A summary of gas sensing methods. 

Sensor Type Principle Sensitivity Advantages Disadvantages Ref. 

Metal Oxide 
Semiconductors 

Conductivity 5 -500 ppm 
Low cost; 

Short response time; long-lasting 
Relatively low sensitivity; 
High energy consumption 

[37,38] 

Conducting 
Polymers 

Conductivity 0.1 - 100 ppm 

Short response time 
Low cost of fabrication; 

portable structure; 
Low energy consumption 

Long-time instability; 
Irreversibility; 
Poor selectivity 

[39-41] 

Optical 
Fluorescence; 

Chemoluminescence 

Low parts per 
billion 
(ppb) 

High sensitivity; 
Long lifetime; 

Insensitive to environment change

Difficulty in miniaturization 
High cost 

[42,43] 

Quarz Crystal 
Mrobalance 

(QCM) 
Piezoelectricity 

1.0-ng mass 
change 

High sensitivity; 
Fast response times 

Good CMOS compatibility & 
scalability; 

Complex fab. Process; 
Interference from humidity & 

temp; 
Low signal to noise ratio; 

[44-47] 

Surface Acoustic 
Wave(SAW) 

Piezoelectricity 
1.0-pg mass 

chnge 

High sensitivity 
Good CMOS compatibility & 

scalability 

Unstable at higher temp; 
Complex readout circuitary 

[48-50] 

Carbon  
nanotubes 

Conductivity 
Low parts per 

million 

Ultra-sensitive; 
Great adsorptive capacity; 

Large surface-area-to-volume ratio

Diffculties is fabrication and 
repeatability; 

High cost 
[51-53] 

Calorimetric 
Methods 

Calorimetry 10 - 100 ppm 
Stability; 
Low cost; 

Adequate sensitivity; 

Risk of catalyst poisoning and 
explosion; 

Deficiencies in selectivity 
[54,55] 

 



S. M. CHEN  ET  AL. 43

 
ques are utilized for data processing of multivariate res- 
ponse generated by the sensor array [56]. The process of 
recognition starts after the sensor signals have been ac- 
quired and stored in the computer. It can be split into 
four sequential stages: signal preprocessing, dimension- 
ality reduction, prediction and validation as shown in 
Figure 1 [57]. Signal preprocessing is the first stage of 
whole process, focusing on compensating for sensor drift, 
extracting descriptive parameters from the sensor array 
response and preparing the feature vector for further 
processing. The dimensionality reduction stage aims at 
reducing the initial feature vector dimensionality to avoid 
problems with high-dimensional datasets. The prediction 
stage works on data classification, regression, or cluster- 
ing. Classification solves the problem of identifying an 
unknown odor sample from previously learned odorants 
in database. Regression is to predict the properties of 
analytes, e.g. concentration and quality. Clustering ad- 
dresses the problem of finding spatial relationships or si- 

milarities among data samples. The final stage, validation, 
selects models and parameter settings and estimates the 
true error rates for a trained model. Figure 2 shows the 
data processing scheme of pattern analysis techniques in 
electronic noses. 

Pattern-recognition methods can be divided into two 
categories: unsupervised and supervised learning proce- 
dures. For supervised pattern recognition, an unknown 
odor is tested and classified according to a knowledge 
base, which requires a priori knowledge about the classes 
contained within the training sample. In contrast, unsu- 
pervised methods learn to separate the different classes 
from the response vector, discriminating between un- 
known odor vectors without corresponding odor class de- 
scriptions [58]. 

Principal Components Analysis (PCA) is a com- 
monly used technique of unsupervised pattern-recogni- 
tion for its fast computing speed. PCA is a linear feature 
extraction technique which focuses on visualizing the  

 

 

Figure 1. Four sequential stages in data processing. 
 

 

Figure 2. Data processing scheme and available techniques.  
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most reliable data cloud within a low dimensional space. 
By projecting variables onto fewer dimensions, original 
data can be condensed to a few variables reflecting the 
most relevant analytical information. This offers an ad- 
vantage that the classification and regression of un- 
knowns is processed much faster, thus reducing detection 
time. However, if the sensor output parameters are not 
linear, interpolation of features may occur in the results 
of PCA, because PCA is a linear technique that treats all 
sensors equally, leading to unduly influence the sensors’ 
performance. 

Linear Discriminant Analysis (LDA) is a supervised 
method performing dimensionality reduction while pre- 
serving as much class discriminatory information as pos- 
sible. LDA provides an algorithm to carefully establish a 
discriminant function for predictors, aiming to achieve 
maximum separation between data classes. Choi et al. 
employed a microfluidic device to monitor protein dis- 
tributions using LDA to quantitatively differentiate the 
SPR angle patterns on the sensing surfaces with pre-ad- 
sorbed proteins [59]. However, when the number of ob- 
servations is limited compared to the dimension of the 
feature space, a reliable classifier can be seriously de- 
graded if only using LDA. Hence, it is necessary for a 
data reduction, e.g. PCA, precede LDA for data classify- 
cation. Aamir and Hasan investigated a biometric iden- 
tity system using PCA and LDA. It is observed that using 
PCA and LDA jointly achieved accurate results and sig- 
nificantly decreased the complexity [60]. 

3. Applications of Electronic Noses in  
Clinical diagnosis 

Electronic noses have been developed as a non-invasive, 
painless and simple screening method for early medical 
diagnosis to recognize characteristic smells from diseases 
and bacteria cells. They have shown the ability to detect 
and distinguish a variety of bacteria and fungi from hu- 
man body, and identify particular biomarker by charac- 
terization of VOCs above microorganisms. Swabs, spu- 
tum, serum, feces, breath or urine sampled from the hu- 
man body can be measured as biomedical samples for 
diagnosis after a short incubation time or directly in some 
cases. Table 2 provides a summary of biomarkers and 
samples that can be detected by electronic noses. A com- 
prehensive analysis of past and recent research findings 
and developments of electronic nose technologies in 
medical diagnosis will be presented below and classified 
by diseases. 

3.1. Cancer Detection  

It is known that dogs have the capability to detect cancer 
by sniffing the patient’s breath which is termed as canine 
cancer detection. They can identify specific alkanes and 
aromatic compounds at low concentrations in breath cre- 
ated by a tumor that circulates from the patient’s blood to 
the lungs. Similarly, electronic noses can detect disease 
marker substances from the human body, thus having the 
potential of early stage detection for different types of 

 
Table 2. Application of electronic nose on samples and biomarkers for human disease. 

Disease/Disorder/Infection Aroma sample source Associated volatile biomarkers Ref. 

Urinary tract infections Urine 

Staphylococcus aureus, 
Escherichia coli, 
Proteus mirabilis, 

Isovaleric acid, alkanes 

[61-66] 

Sputum 
Mycobacterium tuberculosis, 

Mycobacterium avium, 
Pseudomonas aeruginosa; 

[67] 

Breath Oxetane,3-(1-methylethyl)-Dodecane, 4-methyl-Cyclohexane; [68] 
Tuberculosis 

Lung tissue PD-1, TIM-3, KLRG-1 [69] 

Ear, nose, throat 
infections 

Swabs 

Staphylococcus aureus, 
Pseudomonas aeruginosa, 
Streptococcus pneumonia, 
Streptococcus pyogenes, 
Haemophilusinfluenzae 

[70-72] 

Human breath 
Pentane, ethane, 8-isoprostane,  

nitric oxide, cysteinylleukotrienes, prostaglandin E2 
[73-82] 

Asthma 
Sputum eosinophil cationic protein [83] 

Breast cancer Human breath 
C4 - C20 alkanes,  

monomethylated alkanes 
[84] 

COPD Human breath 
NO, H2O2, aldehydes, 8-isoprostane, nitrotyrosine,  

Leukotriene B4, cytokines 
[85-90] 

Sweaty feet syndrome Urine, sweat, human breath Butyric acid, hexanoic acid; trans-3-methyl-2 hexenoic acid [91] 
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cancers. Recent results showed utility of an electronic 
nose to smell chemicals related to lung, breast, brain, 
prostatic, melanoma and pancreatic cancers. However, 
few biomarkers are available for cancer detection at the 
present time due to the difficulty in determining which 
specific VOCs correlate with a cancer type among a vast 
myriad of possible compounds detected.The detection of 
lung cancer accounts for most cancer diagnosisby elec- 
tronic noses since important biomarkers for this disease 
have been discovered in numerous investigations of 
VOCs identified from exhaled breath of lung cancer pa- 
tients. Machado et al. used an electronic nose to identify 
and discriminate between 14 bronchogenic carcinoma 
patients and 45 healthy controls. The electronic nose is 
based on array of 32 polymer composite sensors with the 
output processed using Savitzky-Golay filtering and 
baseline correction and then analyzed using PCA. The 
result demonstrated effective discrimination between 
samples from patients with lung cancer and those from 
healthy controls. In validation study, the electronic nose 
had 71.4% sensitivity and 91.9% specificity for detecting 
lung cancer, positive and negative predictive values were 
66.6% and 93.4%, respectively [92]. Although studies 
have supported the correlation between the composition 
of breath and lung cancer, many other diseases can alter 
the breath composition and interfere with detection, so it 
is necessary not only to detect generic alterations, but 
also those specifically consequent to cancer. Based on 
this fact, Pennazza et al. conducted an experiment to dis- 
criminate between lung cancer, diverse lung diseases, 
reference controls, and most importantly to study the 
effect of compounds in breath whose concentrations are 
significantly different with respect to normal populations. 
The effect of alleged lung cancer typical VOCs (aniline, 
o-toluidine, and cyclopentane) is investigated by adding 
VOCs to breaths collected from control individuals to 
create artificial lung cancer breaths. The analysis of arti- 
ficial breaths is compared with those of breaths exhaled 
by patients and healthy controls. Results have shown that 
the data points of the artificially altered breath samples 
tend to drift toward the lung cancer group, proving the 
significance of the role played by these volatile com- 
pounds in contribution to lung cancer [93]. Researchers 
are dedicated to applying electronic noses to other types 
of cancer. Brain cancer was investigated by Kateb et al. 
using a Jet Propulsion Laboratory’s electronic nose (JPL 
E-Nose) to discriminate the odor signatures between 
cultured glioblastoma and melanoma tumor cells, and 
between chicken heart and chicken liver tissues. The JPL 
E-Nose consisted of 16 sensors with uniquely coated 
polymer-carbon composite films and sensed the air in the 
head space above the cells based on a change in conduc- 
tivity. The results showed that the JPL E-Nose was able 
to distinguish between two types of tumor cells and be-  

tween two types of organ tissue, which could be used as 
part of multi-modality intraoperative approach for detec- 
tion and treatment of brain cancers [94]. Horvath was 
able to discriminate between different VOCs emitted by 
human grade 3 seropapillary ovarian carcinoma and 
healthy human Fallopian tube specimens by using an 
electronic nose. This method has correctly classified 
84.4% of cancer tissues (sensitivity: 84.4%) and 86.8% 
of the control samples (specificity: 86.8%) [95].  

3.2. Respiratory Diseases  

The extensive research for non-invasive respiratory dis- 
ease markers has led to the development of an electronic 
nose which can distinguish diseases that affect the airway 
or pulmonary parenchyma [4]. Electronic noses can be 
applied to identify respiratory bacterial pathogens either 
in vitro or in vivo or as a potential tool for the identifica- 
tion of patients with COPD, asthma, and Tuberculosis. 
The analysis of exhaled breath has been proposed as the 
main option for detection and identification of respiratory 
diseases, although other approaches exist, e.g. the analy- 
sis of blood samples and bacterial culture samples. The 
breath prints produced by an electronic nose are associ- 
ated with airway inflammation activity, and provide a 
molecular basis for disease detection and a personalized 
pharmacological treatment. Bruins used a commercially 
available e-nose (diagnose, C-it BV) to detect tuberculo- 
sis in exhaled air produced by healthy controls and TB 
patients. The diagnose device incorporated 12 metal- 
oxide sensors, as4 different sensor types (AS-MLC; 
AS-MLN; AS-MLK; AS-MLV, Applies Sensors Gmbh) 
in triplicate. Two studies were conducted to estimate the 
diagnostic accuracy of the Diagnose analysis, I.e., a 
Proof of Principle Study (30 participants) and a Valida- 
tion Study (194 participants). The results showed that the 
electronic nose can differentiate between TB patients and 
healthy controls with a sensitivity of 76.5% and speci- 
ficity of 87.2% when identifying TB patients within the 
entire test population. The research has demonstrated a 
possibility of an electronic nose as a portable and fast- 
time-to-result device to screen search for TB cases in 
rural areas, without the need for highly-skilled operators 
or a hospital center infrastructure [96]. Similarly, Drago- 
nieri employed the Cyranose 320 electronic nose to dis- 
criminate between patients with non-small cell lung can- 
cer, patients with COPD, and healthy controls. Results 
have shown that smell prints from non-small cell lung 
cancer patients clustered distinctly from those of COPD 
subjects and healthy controls [97]. From further study, it 
is known that patients with COPD produce certain VOCs 
distinct from those produced by patients with lung can- 
cer. 

Copyright © 2013 SciRes.                                                                                OJAB 
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3.3. Urinary Tract Infections  

Urinary Tract Infection (UTI) is one of the most preva- 
lent infectious diseases with 3 million UTI cases each 
year in the USA alone [98]. The urinary system includes 
the kidneys, ureters, bladder and urethra. Most UTI af- 
fects the lower urinary tract known as a simple cysititis 
(a bladder infection), which is not serious unless it 
spreads to the upper tract and develops into pyelonephri-
tis; thus, early diagnosis for UTI is important and the 
application of an electronic nose opens the gate for 
on-line and simple UTI diagnosis. Approximately 80% 
of uncomplicated UTIs are caused by Escherichia coli, 
20% by enteric pathogens such as Enterococci, Klebsiel- 
lae, Proteus spp., coagulase (–) Staphylococci and fungal 
opportunistic pathogens such as Candida albicans [99, 
100]. Electronic noses can diagnose UTIs by examining 
the volatile compounds produced by bacterial contami- 
nants in urine samples. Based on this fact, Pavlou et al. 
employed an electronic nose consisting of 14 conducting 
polymer sensors to distinguish between normal urine, 
Escherichia coli infected, Proteus spp. and Staphylococ- 
cus spp. They also investigated the feasibility of using 
the electronic nose to identify unknown UTI cases. The 
study has shown the potential for early detection of mi- 
crobial contaminants related to UTI using an electronic 
nose, which might be applied in rapid systems for use in 
clinical practice [61]. 

4. Concluding Remarks and Future 
Challenges 

This review gives a glimpse of what has been achieved to 
date and what might be possible in the future through the 
use of electronic noses in clinical diagnosis. Versatile 
sensing techniques of electronic noses continue to open 
up new possibilities for assays in parallel, real-time, ac- 
curate and fast detection in clinical practice, allowing 
earlier detections of diseases and evaluations of patient 
conditions before symptoms appear. However, as several 
studies have shown, sensor-based electronic noses gene- 
rally suffer from significant weaknesses that limit their 
widespread application in clinical diagnosis, such as sen- 
sitivity to temperature, humidity, interference with other 
gases and the release of poisonous products. Adopting 
appropriate sample pretreatment and pre-concentration 
techniques can increase the sensitivity of diagnosis; fur- 
thermore, the use of filters and separation units can in- 
crease the selectivity and reduce interfering substances 
[1]. However, this leads to an increase in the complexity 
of the electronic nose system, which is undesirable for 
widespread clinical practice. The research and develop- 
ment of electronic noses will still focus on epidemic dis- 
eases such as various cancers, tuberculosis (TB), auto- 
immune deficiency syndrome (AIDS), and other major 

diseases responsible for current world pandemics [101]. 
Breath analysis is an attractive procedure for electronic 
noses to predict disease because it is non-invasive and 
sampling methods are simple. However, one of the major 
proficiencies of diagnostic breath analysis is the diffi- 
culty in discovering the relationship between identified 
marker compounds with a pathology, since in most cases 
specific metabolic pathways are unknown [102]. Once 
these difficulties are resolved, the application of elec- 
tronic noses could make up a vital part in monitoring 
disease epidemiology. 
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