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ABSTRACT 

In this paper we present a full-geometry Computational Fluid Dynamics (CFD) modeling of air flow distribution from 
an automotive engine cooling fan. To simplify geometric modeling and mesh generation, different solution domains 
have been considered, the Core model, the Extended-Hub model, and the Multiple Reference Frame (MRF) model. We 
also consider the effect of blockage on the flow and pressure fields. The Extended-Hub model simplifies meshing 
without compromising accuracy. Optimal locations of the computational boundary conditions have been determined for 
the MRF model. The blockage results in significant difference in pressure rise, and the difference increases with in-
creasing flow rates. Results are in good agreement with data obtained from an experimental test facility. Finally, we 
consider Simplified Fan Models which simplifies geometric modeling and mesh generation and significantly reduce the 
amount of computer memory used and time needed to carry out the calculations. Different models are compared in re-
gards to efficiency and accuracy. The effect of using data from different planes is considered to optimize performance. 
The effect of blockage on simplified models is also considered. 
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1. Introduction 

Reference [1] used the commercially available computa-
tional fluid dynamics (CFD) code TASCflow3d to inte-
grate the CFD analysis of automotive engine cooling fans 
in the design methodology and investigated the interaction 
between aerodynamic and acoustic methodologies. They 
reported successful application of CFD tools to improve 
and guide the design of axial flow fans. They also ob-
served good agreement with experiments for the predic-
tion of static pressure gradients at design and high flow 
rates. They suggested that low flow rate predictions are 
more sensitive to grid quality. They also found that blade 
sweeping substantially changes flow patterns and reduces 
fan efficiency. Further work needs to be done to under-
stand the coupling between blade sweeping and aerody-
namic performance. 

Using TASCflow, [2] described a CFD based procedure 
for the design of an automotive engine cooling fan. An 
investigation of the impact of the numerical schemes 
available in TASCflow, grid refinement and convergence 
criterion was accomplished. To validate the procedure, the 
authors compared computed results to available experi-
mental data and reported good agreement for several test 

conditions and cascade solidities.  
Reference [3] carried out experimental and numerical 

studies to evaluate CFD models of axial fans. Unlike other 
investigators, they included the tip clearance in their 
models. On the experimental side, they collected detailed 
hotwire measurements in the test facility built at Michigan 
State University. Two different fans were studied, one 
was a large truck fan and the other was a mid-sized 
automotive fan. They reported good results for the larger 
fan (with higher tip clearance) but not for the other fan 
(with low tip clearance) where pressure levels were un-
der-predicted, especially at low mass flow rates. Further 
grid studies and computations with different turbulence 
models did not bring the performances predicted by the 
computations closer to the experimental data. The com-
putations without tip clearance and a guided flow inlet 
lead to smaller losses and consequently to higher pressure 
rise values. 

Reference [4] carried out a numerical analysis using 
Fluent to compare the MRF and sliding mesh (transient) 
methods as applied to the analysis of airflow through 
automotive fans. They showed that there is strong agree- 
ment between the results obtained from the two models. 
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From the transient simulation, they obtained the velocity 
and pressure signals which showed that the peak signal 
frequencies show strong correlation to the blade passing 
frequencies and the fan rpm. They suggested that further 
work needs to be done in order to compare the fan curves 
with experimental results and to determine the validity of 
the frequency component due to the fan rpm.  

Most simplified fan models are based on one or on a 
combination of the following theories: the actuator disk 
theory, the blade element theory and the vortex theory. 
The actuator disk theory replaces the fan, which has a 
finite number of blades, with another which has an infinite 
number of blades. The fan blade loading is distributed 
over a disk of zero thickness. 

In the blade element theory, the blade is divided into a 
number of blade elements or sections and each section is 
treated as an isolated two-dimensional aerofoil. It is as-
sumed that the forces on the blade due to its motion 
through the fluid are dependent only on the aerofoil 
aerodynamic properties and the relative fluid velocity. 
These forces are decomposed into normal and tangential 
forces from which the lift and drag coefficients are de-
termined at the various sections. The influence of the 
wake and the rest of the fan are contained in the induced 
angle of attack at the section. Blade element theory pro-
vides a lot of details about the flow field, but its treatment 
of the induced effects is approximate, no account of flow 
rotation is taken, and the blade loading prediction is not 
accurate near the blade tip [5].  

In the vortex theory, the flow field of the rotor wake is 
resolved using the fluid dynamic laws that govern the 
action and influence of vorticity [6]. The fixed wake 
model uses a vortex sheet that is locally independent of 
time, and the blade forces are determined using the Kutta- 
Joukowski law. The major shortcoming of this model is 
that the far wake boundary condition constrains the flow 
to be parallel to the free stream and does not allow it to 
diverge. The free vortex model represents the blade by a 
bound vortex sheet and the wake by force-free shed vor-
tices. The free vortex model captures the fine details of the 
flow and the transient characteristics of the rotor. How-
ever, it is very expensive in terms of computer time.  

Reference [7] performed actuator disk experiments and 
showed that the momentum theory under-predicts the 
maximum power by up to 10%. This may be largely due to 
the behavior of the blade tip vortex, which is not ac-
counted for by the theory. This effect is likely even more 
pronounced when the fan is encompassed by a shroud as 
in the engine cooling module.  

References [8,9] developed a procedure to analyze the 
flow field and performance of helicopter rotors. The flow 
was assumed to be steady, laminar, and axisymmetric, and 
the rotor was represented by point momentum sources 
distributed along the span of the rotor. Tabulated sectional 

airfoil data was used to determine the momentum sources 
which were written as functions of the local flow condi-
tions. The results showed that this model is able to accu-
rately predict the circulation distribution along the span of 
the rotor blades, the rotor load distribution, the induced 
velocities in the respective coordinate directions, the in-
tegrated performance, and the path of the tip vortex. 

Reference [10] developed a three-dimensional nu-
merical method to simulate the asymmetric flow through 
high-speed low hub-to-ratio blade rows. Compressor 
blade rows were modeled using actuator disks that pro-
vide boundary conditions to the numerical calculation 
domains. The boundary conditions used are: conservation 
of mass, conservation of radial momentum, conservation 
of rothalpy, relative exit flow angle, and entropy rise. A 
simple choking model was incorporated into the actuator 
disk boundary conditions based upon two-dimensional 
flow into a choked section. The author concluded that the 
method they developed has the capability to faithfully 
represent the performance of a high-speed rotor for certain 
flow conditions provided suitable loss and deviation rules 
and an appropriate choking model are used. In a com-
panion paper [11], the author discussed the application of 
the above method to the problem of calculating the 
asymmetric performance of a turbofan operating behind a 
non-axisymmetric intake and due to the presence of the 
engine pylon. He reported good agreement with experi-
mental results and with results obtained from three-di- 
mensional simulation of an isolated fan operating with a 
non-axisymmetric inlet.  

The unsteady case was investigated by [12]. These 
authors used the Gormont model to model the dynamic 
stall effects on the blade aerodynamic characteristics. This 
model calculates the dynamic lift and drag coefficients 
based upon aerofoil characteristics and blade kinematic 
parameters such as the time derivative of the geometric 
angle of attack. Comparisons between predicted and 
measured flapwise bending moments, normal force coef-
ficients and power production were made. They reported 
that the Gormont dynamic stall model successfully pre-
dicts the aerodynamic behavior of the blade tip sections, 
but fails below 63% span. They suggested that fine-tuning 
of the empirical constants of the Gormont model should 
be undertaken in order to improve the accuracy of the 
predictions. Predicted induced velocity results of the wind 
turbine operating in yawed flows were in agreement with 
results based on Glauert’s theoretical analysis. Also, pre-
dictions of power production and flapwise bending mo-
ments were shown to be close to measurements. 

Reference [13] investigated the efficiency of the dif-
ferent pressure interpolation schemes that are available in 
Fluent for the prediction of HAWTs performances. In the 
mathematical model that was employed, the flow field 
around the turbine is described by the incompressible 

Copyright © 2013 SciRes.                                                                                  AM 



A. SAHILI  ET  AL. 634 

axisymmetric N-S equations. The turbine was idealized as 
an actuator disk surface on which the blade forces are 
prescribed according to blade element theory. The authors 
showed that the pressure interpolation schemes may have 
significant impact on the computed results. They con-
cluded that the PRESTO scheme is the most promising.  

Reference [14] presented an aeroacoustic approach for 
predicting the noise level generated by an idealized 
HVAC blower and an axial fan. It is based on a two-step 
procedure. First, an unsteady flow is computed using 
AcuSolve to predict aerodynamic sources of noise. Next, 
an acoustic computation is made using Actran/LA. The 
variational formulation of Lighthill’s analogy, extended to 
allow handling control surfaces, is used. They investi-
gated two different approaches for importing aerodynamic 
sources. An analytic aerodynamic source of compact 
support was used to study the relative performance of the 
two approaches. Preliminary acoustic results have been 
obtained and showed pretty good agreement with ex-
perimental results. 

Reference [15] studied the performances and flow 
fields of axial fans with and without a hub leakage be-
tween rotor and stator blade rows. Their results indicate 
that the hub leakage influences the performance of the fan 
conspicuously and both total pressure and static pressure 
of the fan are decreased greatly. The hub leakage im-
proves the flow in rotor passages slightly, while signifi-
cantly deteriorating the flow in the stator passages. Back-
flow separation and vortices resulting from hub leakage 
lead to a complex flow structure near the hub in the stator 
passage. 

Reference [16] developed a “downstream flow resis-
tance” (DFR) approach in (STAR-CD) to improve fan 
performance prediction accuracy with the conventional 
methods. An experiment-based flow resistance relation-
ship between the flow rate and the pressure drop across 
the flow resistance creating region of the fan performance 
test rig is engaged in the downstream area of the compu-
tational domain as a region of the distributed resistance. 
The pressure rise before the flow resistance and the 
pressure drop across the resistance region are used to 
iteratively correct and approach the static pressure and 
flow rate. Using these results, the authors analyzed the 
inter-blade flow fields. They claimed a great improvement 
over the conventional method. 

The current work is a study of simulation strategies for 
predicting the aerodynamic performance of two different 
automotive engine cooling fans. The two fans have the 
same diameter. Fan1, as shown in Figure 1, has five 
blades that are forward swept in the direction of rotation. 
Fan2, as shown in Figure 2, has nine blades with hybrid 
swept trailing edges and backward swept leading edges. 
The blades in the fans are radially twisted. The hub radius 
of Fan2 is larger than that of Fan1, as Fan2 is a high  

 

Figure 1. Fan1 geometry. 
 

 

Figure 2. Fan2 geometry. 
 
pressure rise fan and Fan1 is considered to be a low 
pressure rise fan. Using the CAD module (DDN) of the 
commercial software ICEM CFD, the geometric models 
of the fans were built from primitive geometries that 
consisted of the blades, the hub and ring. 

The airflow speed for automobile engine cooling fan 
applications is low (much lower than the speed of sound). 
Thus, even though the fluid of interest, air, is a gas, the 
change in its density through the fan is not significant 
and we assume that the flow is incompressible. Also, the 
Reynolds number is not very high; it is in the range of 3 
× 104 to 6 × 105.  

The experimental data used in this work for the valida-
tion of the CFD results were obtained from a test facility 
established at the University of Windsor. This facility was 
developed by [17] and used by [18] in his MASc. Thesis. 
Details about this test facility can be obtained from these 
works.  

2. The Equations of Motion and the Solution 
Domain 

The core computational domain consists of axial exten-
sions upstream and downstream of the fan, extending 
radially out to the ring as shown in Figure 3. The up-
stream extension is approximately 1.5 L and the down-
stream extension is approximately 4.5 L, where L is the  
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Figure 3. Core computational domain. 
 
height of the hub. Circumferential periodicity is used to 
reduce the computational domain to one nth (for an n- 
bladed fan) of its full size, greatly reducing the number of 
cells required for the simulation. 

For all the problems considered in this work, we will 
assume steady, viscous, incompressible, turbulent, and 
adiabatic flow conditions (heat transfer will not be con-
sidered). However, we will deal with three types of 
problems. The first requires us to solve the equations of 
motion in a stationary frame of reference, the second 
requires the employment of a single rotating reference 
frame (SRF), and the last necessitates the use of a multi-
ple reference frame (MRF), in which part of the domain 
(referred to as the core part) rotates with the constant 
angular speed of the fan and the rest of the domain is 
stationary. 

2.1. The Continuity and Momentum Equations 

The conservation equations of mass and momentum 
transfer for fluid flow in an inertial reference frame are 
presented here.  

The equation for the conservation of mass for steady 
flows, in Cartesian tensor form, can be written as fol-
lows:  

 i
i

u S
x


m


              (2.1) 

where i  is the velocity component in the i direction 
and 

u
  is the fluid density. The mass source term m  

can be used, among other things, to represent any user- 
defined sources or sinks. 

S

For steady flow, the cartesian tensor form of the 
conservation of momentum equation can be written as 
follows [18]: 

  ij
i j i

j i

p
u u F

x x




 
   
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         (2.2) 

where p is the static pressure, ij  is the stress tensor and 

the iF  are body forces which may include any model- 
dependent terms such as user-defined sources. 

The stress tensor ij  is given by   

2

3
ji

ij ij
j i k

uu

x x x
ku  

 
       


      (2.3) 

where   is the molecular viscosity, and the second 
term on the right hand side is the effect of the fluid 
(volume) dilatation which is proportional to the diver-
gence of the fluid velocity. 

2.2. The Rotating Reference Frame 

Swirling and rotating flow problems are best solved us-
ing rotating reference frames. If the problem at hand is 
axisymmetric with respect to geometry and flow condi-
tions, the problem may be modeled and solved as a two- 
dimensional problem (which includes the prediction of 
the circumferential velocity). However, if there are geo-
metric changes and/or flow gradients in the circumferen-
tial direction, a three-dimensional rotating model is 
needed. In such flows the coordinate system is moving 
with the rotating equipment and thus experiences a con-
stant acceleration in the radial direction. Therefore, the 
rotating reference frame is a non-inertial coordinate sys-
tem.  

The continuity equation is invariant under the trans-
formation that takes us from the inertial system to the 
non-inertial system and vice versa. The momentum equa-
tions, on the other hand, are not invariant because of the 
acceleration terms. The momentum equation can be 
written as  

 
2

2

d d
2

dd

b
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Dt tt
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where T is the viscous stress tensor. The acceleration 
term can be written as  

 21

2

D

Dt t


    


u u
u ω u  

Since only spatial derivatives are involved in the del 
operator, the gradient of a scalar and the divergence and 
curl of a vector are invariant. Hence the right hand side 
of the momentum equation is the same in both systems. 

2.3. Boundary Conditions 

The solution of the equations of motion for any specific 
flow problem cannot be obtained without the prescription 
of appropriate auxiliary conditions, a set of initial and 
boundary conditions. Since the problem we are con-
cerned with is a steady-state problem, initial conditions 
are not relevant. Boundary conditions are values of the 
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dependent variables that are specified at the boundaries 
of the fluid domain. Because of viscosity, the relative 
velocity between the fluid and a solid wall is zero. This is 
the no-slip condition for viscous fluids. Since  is the 
absolute velocity of the fluid, this condition means that 

u

wall Wu V  

where W  is the absolute velocity of the wall. If the 
wall is at rest, then , and the wall boundary con-
dition becomes 

V
0W V

0

0
t

n

u

u

   
   

u t

u n
 

where  is the local unit tangent vector in any direction 
on the surface of the wall and  is the unit normal on 
the wall surface. Here, tu  and nu  are the tangential 
and normal components, respectively, of the fluid veloc-
ity  on the wall.  

t
n

u
Sometimes it may be appropriate to impose the slip 

boundary condition at a solid wall even though the flow 
in general is viscous. In this case the fluid is treated as 
inviscid, and boundary condition on this wall becomes 

0tu  , and  0nu 

This condition is also referred to as the zero shear 
stress wall boundary condition. If two walls form a peri-
odic pair then, for any flow variable  , the condition 
that must be imposed is 

wall1 wall2
   

The axis boundary type must be used as the centerline 
of an axisymmetric geometry. It can also be used for the 
centerline of a cylindrical-polar quadrilateral or hexahe-
dral grid. To determine the appropriate physical value for 
a particular variable at a point on the axis, the cell value 
in the adjacent cell is used. A" velocity distribution is 
specified at the inlet, and at the outlet the condition of 
radial pressure distribution is specified. At the inlet, 

 is always negative indicating that the flow is into 
the flow domain. 
V n

2.4. Turbulence Modeling  

Most fluid flows encountered in engineering practice are 
turbulent, and certainly this is the case in turbomachinery 
flows. To this date, there is no single turbulence model 
that is best for all classes of problems. The choice of a 
model for a specific problem depends on many factors 
such as the physics of the flow under consideration, the 
level of accuracy required, the available computational 
resources, and the amount of time available for the simu-
lation. In this work we use the standard k   model 
which is the most widely used and validated turbulence 
model. The standard k   model is a semi-empirical 

model and focuses on the mechanisms that affect the 
turbulent kinetic energy and its dissipation rate   [19]. 

The transport equations for k and   are 
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where k  represents the generation of turbulent kinetic 
energy due to the mean velocity gradients and is given by  

G
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i

u
G u u

x
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
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
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where iu  represents the velocity fluctuations from the 
mean, and overbar indicated Reynolds averaged quanti-
ties. 

The “eddy” or turbulent viscosity is computed from 
2

t

k
C 


 . 

In these equations, 1C  , 2C   and C  are constants 
determined from experiments. k  and   are the 
turbulent Prandtl numbers for k and  , respectively. 

3. Mesh Generation 

All meshing related to this work is accomplished using 
the ICEM/Hexa grid module from ICEM CFD Engi-
neering [20]. One of the most important capabilities of 
Hexa is elliptic smoothing. Mesh generation is an inte-
gral part of any numerical scheme, and the quality of the 
mesh affects both the accuracy and stability of the nu-
merical computation. The properties associated with mesh 
quality include smoothness, grid point clustering, cell 
shape, and orthogonality. 

Since the continuous physical domain is represented 
by a discrete mesh, the degree to which the salient fea-
tures of the flow (such as shear layers, separated regions, 
and boundary layers) are resolved depends on the density 
and distribution of nodes in the mesh. Poor resolution in 
regions with strong flow gradients can dramatically alter 
the flow characteristics. For example, the prediction of 
separation due to an adverse pressure gradient depends 
heavily on the resolution of the boundary layer upstream 
of the point of separation. The proper resolution of the 
boundary layer (i.e., mesh spacing near walls) also plays 
a significant role in the accuracy of the computed wall 
shear stresses. Numerical results for turbulent flows tend 
to be more susceptible to grid dependency than those for 
laminar flows because of the strong interaction of the 
mean flow and turbulence. For the standard k   tur-
bulence model with wall functions, the distance from the 
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wall to the adjacent cells is determined by [21] 

u y
y 


   

where   and   are the density and kinematic viscos-
ity of the fluid, respectively, y is the distance from the 
wall, u  is the friction velocity, defined as 

wu



  

and w  is the wall shear stress. It is known that the log- 
law is valid for . Using of excessively fine 
mesh near the walls should be avoided, because the wall 
functions cease to be valid in the viscous sublayer [21]. 
However, every flow passage should be represented by 
enough cells to adequately resolve the flow field in that 
passage. In regions of large gradients, as in shear layers 
or mixing zones, the grid should be fine enough to mini-
mize the change in the flow variables from cell to cell. 

30 60y  

The skewness and aspect ratio of a grid cell also have a 
significant impact on the accuracy of the numerical so- 
lution. Skewness can be defined as the difference between 
the cell’s shape and the shape of an equilateral cell of 
equivalent volume. Highly skewed cells can be tolerated 
in benign flow regions, but can be very damaging in re-
gions with strong flow gradients, as they can decrease 
accuracy and destabilize the solution. Aspect ratio is a 
measure of the stretching of the cell. Quadrilateral/ 
hexahedral elements obtained by structured meshers 
permit a much larger aspect ratio than triangular or 
tetrahedral cells obtained by unstructured meshers. A 
large aspect ratio in a triangular/tetrahedral cell will 
invariably affect the skewness of the cell, and that may 
impede accuracy and convergence as mentioned above.  

Orthogonality in the interior domain is related to 
skewness. The less skewed the cells are, the more or-
thogonal the mesh is said to be. Orthogonality is particu-
larly important at surfaces, because it simplifies and 
makes more accurate the computation of normal gradi-
ents.  

To ensure a high quality mesh that possess all of the 
above features, we create control surfaces around the 
blade profile, and divide the solution domain into many 
blocks in order to generate a multi-block structured mesh. 
To make sure that we have enough cells within the 
boundary layer, an estimate of the boundary layer thick-
ness is needed. Based upon the Blasius solution for 
laminar flow over a flat plate at zero incidence [22]  

  5
x

x
U




  

Taking avex r , the average radius, aveU r    where 
  is the rotational speed (=2300 rpm), and   = 

  5 0.001365 m 1.365 mmave

ave

r
x

r



   . 

Considering this estimate of the boundary layer thick-
ness, the first grid point off a wall is placed at less than 0.3 
mm from the wall in the core meshes for all fans. Owing to 
greater energy losses, turbulent boundary layers grow 
faster than laminar ones and are generally thicker [23], 
thus sufficient grid clustering near a wall is guaranteed 
once it is guaranteed for laminar boundary layers. How-
ever, rotating boundary layers may be very thin, and a 
very fine grid is needed near rotating walls. In addition, 
swirling flows will often involve steep gradients in the 
circumferential velocity, for example near the centerline 
of a free vortex type flow, and thus require a fine grid for 
accurate resolution. Another way of stating the problem is 
to say that, for laminar flows, the distance from the wall of 
the first grid point, py , must obey the formula [21]: 

 
5p

x
y


  

Because of the large changes in flow direction which 
occur, coupled with the need to satisfy periodic boundary 
conditions, fan flow calculations are extremely demand-
ing in terms of grid definition. The periodicity condition 
demands that all flow properties at corresponding points 
one blade pitch apart must be identical, and to achieve 
this, the grid points on each periodic pair of surfaces must 
be rotational copies of each other. Thus maintaining or-
thogonality becomes a challenging task. To improve mesh 
orthogonality and reduce skewness, control surfaces have 
been introduced around the blade, and the flow passage is 
divided into many blocks which resulted in high quality 
meshes. Figures 4 and 5 show the grid distribution on the 
hubs of Fan1 and Fan2, respectively. Hexa provides 
quantitative methods for checking the quality of the mesh. 
The determinant checks the deformation of the cells in the 
mesh using a test that computes the Jacobian of each 
hexahedron and scales the determinant of the matrix in 
such a way that 100 is a perfectly regular cell, zero is 
degenerate in one or more edges, and negative values 
indicate inverted cells. In general, values above 0.25 are 
acceptable for most solvers. For our calculations, the 
minimum determinants for the meshes of Fan1 and Fan2 
are 0.25 and 0.45, respectively. The low value of the de-
terminant mainly exists in the region near the axis 
boundary, a very small cylinder surface connecting the 
inlet and the hub, where the mesh cells are numerous and 
have very small circumferential edges. However, since 
these cells are located in a stagnant, or almost stagnant 
region, the shape of these cells does not have a significant 
impact on the converged solution. The angle check 
computes the maximum internal angle deviation from 
90ο  for each cell. Minimum angles of 9 and 4.5 degrees  0.000017894, we get 
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Figure 4. Grid on hub of Fan1. 
 

 

Figure 5. Grid on hub of Fan2. 
 
correspond to he extension 

 the core mesh does not pose any difficulties for mesh-

ity to the mesh used, the 
th pressure and velocity 

he blade, hub 
an

 occur in the flow field. Also, con-
to

d N-S Solver 

ly solve 
s a Car-

 Fan1 and Fan2, respectively. T
to
ing because of the simple geometry of the extensions. 
After merging the core mesh with the extensions, it is 
recommended that contiguous surfaces be fused for MRF 
calculations so that contiguous nodes become identical. 

Grid Dependency Analysis 

To check the solution for sensitiv
grid was refined according to bo
magnitude gradients. Solution adaptive refinement of the 
mesh adds cells where needed, which allows for the fea-
tures of the flow field to be better resolved. If the original 
mesh is not the best possible, the refined mesh is optimal 
for the flow solution because the solution is used to de-
termine where more cells are to be added.  

For velocity gradient adaption, most of the cells that 
were refined were on solid walls such as t

d the ring, and the number of nodes increased by about 
11%. When adaption was carried out based on pressure 
gradient, more cells in the interior of the domain were 
refined, and it was performed such that the resulting re-

fined mesh is of the same size as the velocity-gradient 
based refined mesh. 

It was found that no significant changes due to the re-
finement of the mesh

urs of pressure, velocity magnitude and all the velocity 
components were checked on the plane 25 mm down-
stream of the fan, and all plots were virtually identical for 
both the original and refined meshes. Pressure seems to be 
more sensitive to grid adaption, but the maximum dif-
ference is about 8%. The number of iterations increased 
significantly for the refined grid with pressure gradient 
based adaption but decreased slightly with velocity gra-
dient based grid adaption.   

4. CFD Formulation an

The CFD software Fluent was used to numerical
the equations of motion. Fluent’s solver employ
tesian coordinate system  , ,x y z . For our purposes, and 
for turbomachine calculations in general, the natural 
choice of coordinate system d seem to be the cylin-
drical system 

 woul
 , ,r z  centered on the axis of rotation. 

However, a Cartesian system is still preferable because it 
simplifies the tions at the interior mesh points, 
although it complicates the application of boundary con-
ditions. The major problem with using cylindrical coor-
dinates is that the direction of the radial vector changes 
around the surfaces of the cells which affects the evalua-
tion of radial components of the flow variables [23]. 

Two numerical methods are available in Fluent, the 
coupled solver and the segregated solver. Both us

calcula

e a 
co

or the first step, the fluid properties are 
up

o up-
da

ally. A Poisson-type equation for 
th

 of the other variables; 

onvergence criteria 
ar

ntrol-volume-based technique to convert the governing 
equations to algebraic equations that can be solved nu-
merically. In the segregated solver approach, the gov-
erning equations are solved sequentially. Because the 
governing equations are nonlinear, an iterative procedure 
is used to solve them. Each iteration consists of the fol-
lowing steps: 

1) Fluid properties are updated based on the current it-
eration step. F

dated based on the initialized solution; 
2) The momentum equations are solved using current 

values for pressure and face mass fluxes, in order t
te the velocity field; 
3) The velocities obtained in step 2 may not satisfy the 

continuity equation loc
e pressure correction is used to obtain the necessary 

corrections to the pressure and velocity fields and the face 
mass fluxes; 

4) Equations for turbulence scalars are solved using the 
updated values

5) Convergence is checked. 
These steps are repeated until the c
e met. 
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4.

er discretization may be acceptable when the 
ds 
en 

1. Discretization of the Governing Equations 

First ord
flow is aligned with the grid because it generally yiel
better convergence than second order. However, wh
the flow is not aligned with the grid, first order convec-
tive discretization increases the numerical diffusion and, 
in this case, second order is recommended. For most of 
our calculations, we choose the second order scheme for 
the momentum equations and the first order scheme for 
the rest of the governing equations. Upwind differencing 
eliminates the need for knowing velocities downstream, 
and hence the exit boundary conditions are not needed to 
solve the problem, that is, the velocity at the outlet is not 
specified as a boundary condition, and this allows the 
flow through the fan to diverge naturally. The adequacy 
of the central differencing scheme is governed by the 
nondimensional cell Peclet number eP  which is defined 
by  

e

u
P x

 


 

xwhere  is the cell width. When  physical 
diffusi be sufficient to coun ract vective 
instab  regions with large velo ients. For 

tra

uadratic interpolation for cell face values [24]. 
It 

Since pressure and velocity are both stored at cell 
nodes, an interpolation scheme is needed to ompute the 
face values of pressure, 

2eP 
 local con

city grad
ntral 

on will 
ilities in

the 

e

te

2eP   convective insensitivity of ce differenc-
ing leads to the appearance of oscillations in the solution. 
To calculate the convective and diffusive fluxes, this 

 introduces influencing at the cell center from the 
directions of all its neighbours. Thus for high eP , the 
flow direction is not identified and the strength of con-
vection relative to diffusion is not recognized [19]. Be-
cause of the restriction on the Peclet number, cen l dif-
ferencing discretization is not suitable for high Reynolds 
number flows, or if the grid is coarse. For general pur-
pose flow calculations other discretization schemes are 
preferred, such as second order upwind or the QUICK 
schemes. 

The quadratic upwind interpolation for convective ki-
netics (QUICK) scheme uses a three-point upstream- 
weighted q

schem

has been found that the QUICK scheme generally 
yields much better convergence and predicts a lower 
pressure than the second order scheme. 

The discretized form of the x-momentum equation, for 
instance, can be written as  

P P nb nb f
nb

a u a u p A S    i  

 c

fp , appearing in equation the 
ab

e STANDARD scheme interpolates the 
pr

 the required 
lin

, well- 
remphasized. 
 is driven by 

ndary, all quantities must be prescribed. In 
our calculations we used the velocity-inlet boundary 

e the velocity and scalar properties of 

ove.  
Two of the several pressure interpolation schemes that 

are available in FLUENT were implemented in our cal-

culations. Th
essure values at the faces using momentum equation 

coefficients [24]. This works well when the pressure 
variation between cell nodes is smooth. If, as is the case 
with strongly swirling flows, there are jumps or large 
gradients in the momentum source terms between control 
volumes, the pressure profile will have high gradients at 
the cell face. The above scheme cannot be used to inter-
polate pressure, else a discrepancy will show up as over-
shoots or undershoots in the cell velocity. The PRES-
SURE Staggering Option (PRESTO) uses the discrete 
continuity balance for a staggered control volume about 
the face to compute the face pressure [25]. This proce-
dure is similar in spirit to the staggered grid schemes 
used with structured meshes, and it may only be used 
with quadrilateral and hexahedral meshes.  

For incompressible flows the density is constant and 
hence not linked to the pressure. There are several algo-
rithms that establish such a link. In this work

k is accomplished using the SIMPLE (Semi-Implicit 
Method for Pressure Linked Equations) algorithm [25], 
which uses a relationship between velocity and pressure 
corrections to the effect that if the correct pressure field 
is applied in the momentum equations, the resulting ve-
locity field should satisfy the continuity equation. 

4.2. Numerical Boundary Conditions 

The importance of imposing physically realistic
posed boundary conditions cannot be ove
The fluid flow inside a CFD solution domain
boundary conditions and, in a sense, the solution process 
is nothing but the extrapolation (based on the flow equa-
tions) of the boundary data into the domain interior. The 
imposition of improper or unrealistic boundary condi-
tions is the most common cause of divergence of CFD 
simulations [3,4]. Even if the solution converges, incor-
rect boundary conditions will certainly result in an in-
correct solution. Various kinds of boundary conditions 
are used for CFD computations. The following are most 
common and are relevant to the calculations performed 
in this study. 

4.2.1. Flow Inlet 
At an inlet bou

condition to defin
the flow at the inlet of the domain. This achieves two 
goals. First, it simulates the ram effect of the air that 
would be caused by the automotive vehicle motion. For 
every value of inlet velocity there is a corresponding 
volume flow rate (Q) where 

inlet

Q
u

A
  

inlet
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Also, the inlet velocity is used to initialize the velocity 
field in the whole solution domain. 

4.2.2. Flow Outlet  
At

prevent errors from 
propagating upstream, outlet boundary conditions should 

stream of the region of interest (the 

dition is used on the blades, the 
downstream hub extension (the shaft), and the outer cyl-

tream extension. This is obviously the 

solution do-
main. If it is expected that the flows across two (periodic) 

he flow conditions at one plane 

in the interior 
domain, then free-stream conditions are imposed. Other-

 conditions need to be applied. 

 the cell value 
in the adjacent cell. The fan axis in our calculations is 

ical tube with a very small diame-

ed at the inlet and outlet. This could be done by 

 the domain outlet we usually do not know much about 
the flow. Therefore, in order to 

be placed as far down
fan, for example) as possible. In our calculations pressure 
outlet boundary condition was used to define the static 
pressure distribution (and other scalar variables) at flow 
outlets. The pressure outlet boundary condition often 
results in a better rate of convergence than other outflow 
boundary conditions. 

4.2.3. Solid Wall 
Two kinds of wall boundary conditions are used. The 
no-slip boundary con

inder of the downs
natural condition in viscous flows. However, if the wall 
is a numerical boundary that does not exist in the physi-
cal domain, it may be more appropriate to apply a dif-
ferent wall boundary condition. In our calculations we 
apply a slip wall condition to the upstream outer cylinder 
by specifying zero shear stress at this wall.  

4.2.4. Periodic Planes  
Periodic boundary conditions can be used to take advan-
tage of special geometrical features of the 

planes are identical, then t
are used to calculate the flow through the other. In the 
CFD modeling of fans there is, in general, no need to 
model the whole solution domain since it is expected that 
the flow will be periodic with periodic boundaries cutting 
through flow passages. Hence, only one nth of the domain 
of an n-bladed fan needs to be modeled.  

4.2.5. Far-Field Surface 
If the far-field boundary is located far enough away that 
it does not influence the flow properties 

wise, appropriate boundary
In our simulations, the inlet, outlet and the outer radial 
extensions are far-field type boundary conditions, and 
their locations are shown to have a significant influence 
on the flow field, as will be seen later.  

4.2.6 Axis Boundary 
At the axis boundary condition the physical value for a 
particular flow variable is determined using

taken as a long cylindr

ter and extending from the center of the fan hub to the 
inlet. 

4.3. Turbulence Parameters 

Boundary conditions for the turbulence equations are 
also need
specifying k and   distributions 
problems where inflow occurs, s

at the inlet/outlet, or, in 
uch as the one we are 

 q

In Figure 6, which presents velocity magnitude contours 
ugh the blade of Fan1, a 

rs near the axis of the fan. The 
radially outward from the axis 

ain is much simpler. This model is referred 
to

concerned with, it may be appropriate to specify uniform 
values. However, it is also possible to specify more con-
venient turbulence uantities such as intensity and length 
scale. Experimental data is the best source for obtaining 
estimates of turbulence parameters, but such data is 
rarely available for CFD users. Another source could be 
the relevant literature, else crude approximations can be 
obtained by means of simple assumed forms. More de-
tails can be found in [19,21]. 

5. Results and Discussion 

5.1. The Core Domain 

on a meridian plane that cuts thro
stagnant flow region appea
whole region that extends 
to the hub radius and axially from the hub to the inlet is a 
very low velocity region, which suggests that it may be 
possible to completely ignore this region in the simulation 
of the fan. A detailed analysis of this model is presented in 
this section. 

The top of the hub is removed and the hub is replaced 
by a long cylinder extending upstream to the inlet 
boundary. As a result it is much easier to build the mesh 
since the dom

 as the “hubless” fan. Previous fan simulations have 
incorporated this assumption (eg. [1]) but its validity and 
advantages have not been discussed.  
 

 

Figure 6. Contours of velocity (Fan1, Qd, 2300 rpm). 
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To study this simplified configuration more closely we 
compare simulation results to those of the original core 
domain. Figures 7 and 8 show that it yields a very rea-
sonable fan pressure rise for both fans and all working 
conditions. 

For Fan1, design condition, the pressure distribution on 
the pressure surface and the relative velocity angle on the 
suction surface are unaltered in the new configuration 
(Figures 9 and 10).  

Also, pressure and velocity contours on the blades and 
on horizontal planes 20 mm downstream of the fan are 
very similar. For the high flow rate, the relative velocity 
angle is in good agreement (Figure 11), but some dis-
crepancy in the radial distribution of circumferentiall
ave b
se

y 
-raged pressure is evident (Figure 12). The same o

rvation can be drawn from pressure contours. The  
 

 

Figure 7. Pressure rise curves for Fan1, 2300 rpm. 
 

 

Figure 8. Pressure rise curves for Fan2, 2300 rpm. 
 

 

 

Figure 10. Relative velocity angle vs radius on the suction 
surface (Fan1, Qd, 2300 rpm). 
 

 

Figure 11. Relative velocity angle vs radius on the suction 
rface (Fan1, 1.8Qd, 2300 rpm). 

 
su

 

Figure 12. Static pressure vs radius on the pressure surface 
an1, 1.8Qd, 2300 rpm). 

Figure 9. Static pressure vs radius on the pressure surface 
(Fan1, Qd, 2300 rpm). (F
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boundary layer doesn’t change significantly but the wake 
behind the blades widens. At the low flow rate, the radial 
distribution of the relative velocity angle changes sig-
nificantly, and pressure contours on the blade are quite 
different. 

For Fan2, 0.299 m3/s case, the relative velocity angle 
agreement is good as can be seen from Figure 13. The 
circumferentially averaged radial pressure distributions 
on the blade surface compare well (Figures 14 and 15), 
and no changes to boundary layer structure are evident.  

Velocity magnitude contours compare reasonably well 
on the plane z = −20 mm, although the hubless model 
exhibits stronger circumferential uniformity than the 
model with the hub. For the high flow rate, the relative 
velocity angle is in good agreement, and the circumfer-

is

 

entially averaged radial pressure distributions on the blade 
are almost identical. For the low flow rate the pressure 
contours on the lower blades are identical. The contours of 
relative velocity magnitude on a radial plane at midspan 
are very similar, and the oil flow patterns on the suction 
surfaces are almost identical. 

5.2. The Multiple Reference Frame Model 

The core domain model tends to over-predict the fan 
pressure rise and, of course, confines the flow down-
stream of the fan, not allowing it to expand beyond the 
outer ring radius. Hence, it does not provide a very real-

tic model of the fan test facility. In order to accurately 
simulate the experimental facility, the core domain is 
extended in both the radial and axial directions. Since the 
box is very large compared to the fan, the interior of the 
box far away from the fan has virtually no flow. So, in our 
numerical model, the solution domain has been made 
smaller than the real physical domain, and instead of 
rectangular outer walls, a cylindrical surface has been 
 

 

Figure 13. Relative velocity angle vs radius on the suction 
su

 

Figure 14. Static pressure vs radius on the suction surface 
(Fan2, Qd, 2300 rpm). 
 

 

Figure 15. Static pressure vs radius on the pressure surface 
Fan2, Qd, 2300 rpm). (

 
created as an outer boundary for the numerical model. The 
location of the upstream and downstream outer bounda-
ries cannot, however, be completely arbitrary. To study 
the effect of the location of these computational bounda-
ries on the pressure rise through the fan and on the flow 
behind it, three different configurations have been tested. 
Configuration A has larger upstream (approximately five 
fan diameters) than downstream (approximately three fan 
diameters) radial extensions (Figure 16). The radial ex-
tensions for Configuration B are opposite to A, i.e. the 
upstream is smaller than the downstream. Configuration C 
has upstream and downstream of equal size, approxi-
mately three fan diameters. For each fan, all configura-
tions have the same mesh as in the core domain model and 
the same axial lengths, about 55 blade axial lengths u

sually obstructed by a large object, 
ch as the engine block, it is important to study the ef-

p-
stream and 80 downstream of the fan. Also, since the flow 
behind these fans is u
surface (Fan2, Qd, 2300 rpm). 
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fects of such a blockage on the fan performance. The 
results presented in this part of the investigation pertain to 
Fan1. 

In the numerical test facility, the fan covers only a very 
small portion of the overall solution domain, and if the 
rotating reference frame is applied in the outer region, a 
large Coriolis force will dominate the solution, masking 
out important physical forces such as the viscous force in 
the region near the fan. Other problems may arise if the 
whole solution domain is considered in a rotating refer-
ence frame. For instance, the flow is known to be highly 
three-dimensional, but, in general, rotation imparts some 
kind of rigidity to the flow which results in a strong ten-
dency of the flow towards two-dimensionality. Also, 
rotation confers some elasticity on the fluid that makes 
possible the propagation of waves in a rotating fluid [26]. 
Thus, in the present simulations, the outer region of the 
computational domain is kept stationary and only the core 
region is allowed to rotate. 

The results of the numerical simulations of the fan at 
2300 rpm are compared with data from the test facility 
[17]. Figure 17 shows that the predicted pressure rise 
varies significantly depending upon the location of the 
outer boundary condition. Configurations A and C both 
have good agreement with experimental data. The core 
mesh simulation discussed in Section 5.1 (referred to here 
as Configuration D) significantly over-predicts the pres- 

 

 

Figure 16. Computational domain: Configuration A. 
 

 

Figure 17. Pressure rise (Pa) vs flow rate (m3/s) A: larger 
upstream plenum; B: smaller upstream plenum; C: same 
size large plenums; D: core mesh. 

sure rise. Configuration B does not correctly predict the 
pressure rise vs flow rate trend. The same trend is ob-
served for the 2700 rpm case. 

For Configuration B, the predicted velocity field is also 
incorrect.  

Plots of typical velocity magnitude contours are shown 
in Figures 18-28, on planes 30 mm upstream, 25 mm and 
100 mm downstream of the fan, respectively. As can be 
observed from the upstream velocity magnitude contours 
in Figures 18-20, Configuration B appears to model the 
upstream region as accurately as the other configurations. 
The contours for Configuration C are essentially the same
as t

Even though the pressure is poorly simulated in B, the 
experimental and numerical contours are in good agree-
ment on a plane immediately behind the fan, as illustrated 
in Figures 21-24 by comparing Configurations A and B 
with the experimental results. All configurations, except 
the core domain, have similar contour plots, although the 
spread between minimum and maximum speed is slightly 
greater for Configuration B. The simulations for A and B 
tend to smear out the high velocity regions and move them 
closer to the hub but, in general, these contours are in good

 

 

 
hose for A. 

 
 agreement with the experimental contours on planes close

to the fan. Configuration D, which confines the flow so 
that it cannot expand beyond the outer ring, does not ac-
curately simulate the flow downstream of the fan. (The 
contours for Configuration C are the same as those for A). 

Figures 25-28 show the velocity magnitude contours at
100 mm downstream of the fan, on an annulus with outer 
radius slightly beyond the ring radius. These illustrate that 
the numerical predictions from Configurations B and D 
are completely inaccurate. The predicted velocity mag-
nitude is too low, falling completely out of the experi-
mental range in both cases. Configuration C gives slightly 
more accurate results than A on this annulus, although the 
high velocity region is located further from the shaft than 
is observed in the experiments. 

Figures 29 and 30 show the contours on an expanded 
annulus at 100 mm downstream. For Configuration A (C 
is similar), there is very good agreement between the 
experimental and numerical contours, but the predicted 
flow has expanded about 25 mm (16%) beyond the outer 
ring. The simulation for Configuration B suggests that the 
downstream flow expands widely, about 72% more than 
in the test facility. Furthermore, the speed is entirely out of 
the experimental range. The importance of the location of 
the numerical boundary conditions is also seen to have a 
drastic influence on the predicted downstream static 
pressure. 

5.3. Effects of Blockage 

The blockage imposed by the engine is modeled as a solid 
cylinder with radius equal to the radius of the fan ring, 
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Figure 18. Velocity magnitude on a plane 30 mm upstream 
of Fan2 (Configuration A). 
 

 

Figure 19. Velocity magnitude on a plane 30 mm upstream 
of Fan2 (Configuration B). 
 

 

 

Figure 21. Velocity magnitude on a plane 25 mm down-
stream of Fan2 (Configuration A). 
 

 

Figure 22. Velocity magnitude on a plane 25 mm down-
stream of Fan2 (Configuration B). 
 

 

Figure 23. Velocity magnitude onFigure 20. Velocity magnitude on a plane 30 mm upstream 
of Fan2 (Experimental). 

 a plane 25 mm down-
ream of Fan2 (Configuration D). st
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Figure 24. Velocity magnitude on a plane 25 mm down-
stream of Fan2 (Experimental). 
 

 

Figure 25. Velocity magnitude on a plane 100 mm down-
stream of Fan2 (Configuration A). 
 

 

Figure 26. Velocity magnitude on a plane 100 mm down-
ream of Fan2 (Configuration B). st

 

Figure 27. Velocity magnitude on a plane 100 mm down-
stream of Fan2 (Configuration D). 
 

 

Figure 28. Velocity magnitude on a plane 100 mm down-
stream of Fan2 (Experimental). 
 

 

Figure 29. Velocity magnitude on an annulus 100 mm 
ownstream of Fan2 (Configuration A, 25 mm expansion). d
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Figure 30. Velocity magnitude on an annulus 100 mm 

laced 50 mm downstream of the fan and extending to 
half the downstream length of the computational domain 
(Figure 31). The inclusion of such a blockage is important 
since it simulates the engine that blocks the flow of air 
behind the fan in any underhood configuration. 

Figure 32 shows pressure rise vs velocity for the 2300 
rpm rotational speed. As expected, there is a significant 
difference in pressure rise in the presence of the blockage, 
and the difference increases with increasing flow rates. 
This is useful information since some simplified fan 
models require a priori knowledge of pressure rise as a 
function of flow rate or velocity. Some simplified fan 
models replace the fan with a source zone inside which the 
forces exerted by the fan blades on the fluid are applied. 
Therefore, it is important to know how these forces are 
affected by the presence of the blockage. It has bee

Since the data needed for the development of the 
various boundary condition models that are discussed in 
the next section is taken from the plane at 5 mm down-
stream of the fan, we look at typical velocity magnitude 
contours on this plane for the unblocked and blocked full 
CFD simulations in Figures 33 and 34. The flow is seen to 
expand due to the blockage and the higher values of the 
velocity magnitude shift to the outer ring and coincide 
with the blade tips. Results also show that the blockage 
causes the flow near the hub to expand, and higher axial 
velocities appear beyond the ring. The blockage pushes 
the flow outward, significantly increasing the radial 
component of the velocity field (Figure 35). The tangen-
tial velocity profile also changes significantly with an 
increase in the last 2/3 of the fan region. 

ne of the most widely used simplified fan models in 

locity or 
flo

 

downstream of Fan2 (Configuration B, 115 mm expansion). 
 
p

n 
shown that the blade forces show an increase of 8%, 15% 
and 4%, in the x, y, and z directions, respectively.  

6. Simplified Fan Models 

O

industry is a variant of the actuator disk model which is 
also available in most commercial CFD software, such as 
Fluent. In this model, the fan is replaced by an infinitely 
thin surface on which pressure rise across the fan is 
specified as a polynomial function of normal ve

w rate. The advantages of this model are that it is sim-
ple, it accurately predicts the pressure rise through the fan 
and the axial velocity, and it is robust. However, this 

 

 

Figure 31. A meridional view of the blocked computational 
domain, Configuration A. 
 

 

Figure 32. Effects of the block on pressure rise curves (Fan1, 
Configuration A, 2300 rpm) dp n block: domain without 
blockage dp block: domain with blockage. 
 

 

Figure 33. Velocity magnitude on a plane 5 mm down-
stream of the fan (domain without block, Qd, 2300 rpm). 
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Figure 34. Velocity magnitude contours on a plane 5 mm 
downstream of the fan (domain with block, Qd, 2300 rpm). 
 

 

Figure 35. Averaged radial velocity on a plane 5 mm down-
ream of the fan (Fan1, Configuration A, Qd, 2300 rpm) 

 without block; blk: domain with block. 
 
model suppresses the radial and tangential components of 
the velocity field. Since these components may be rela-
tively large, and may be important in some applications, it 
is useful to discuss and compare models that ignore and 
models that simulate the radial and tangential velocities.  

Fluent provides the user with an actuator disk type 
model where the fan is replaced with an infinitely thin 
surface (face zone) on which the pressure rise through the 
fan is specified by a polynomial in the normal velocity  

           (1

p-
stream the fan. If the average value of  is used 
then le value for is obtained, and e local 
value is used th point distributio

st
no-blk: domain
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obtaine e actuato  enforces conti he 
velocity across the fan face. In this work, this model is 
referred to as the “dp” model, and it is expected to work 
well for flows that are primarily axial, i.e., with very small 
radial and tangential components. 

It is also possible (in Fluent) to introduce swirl velocity 

into the model by specifying both radial and tangential 
velocities on the fan face. The tangential and radial ve-
locities are represented by polynomial functions of the 
form   

d. Th r disk nuity of t
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where r is the radial distance from the fan center, and 
are constant coefficients obtained using the least 

Neither the dp nor the poly1D models take into account 
any changes in the flow field that take place in the 
circumferential direction. The point profile fan model, 
which Fluent has made available, specifies the values of 
tangential and radial velocities at each grid point of the fan 
face and hence it incorporates the circumferential changes 
in the flow field. This model will be referred to as the 
profile (“prof”) model.  

Another model is proposed (for the first time) in this 
section that also takes into account the circumferential 
non-uniformities of the flow velocity field, referred to as 
the two-dimensional (“poly2D”) model. In order to im-
plement this model, a special source code or User Define

 

artesian coordinates x-y as follows: 

,i ia b  
squares method for fitting curves to data points. Thi
model will be referred to as the polynomial (“poly1D”) 

odel.  

s 

m

d 
Function (UDF) has to be incorporated into Fluent’s code.
In the UDF the radial and tangential velocity components 
are represented by two-dimensional polynomials in the 
C

 
0 0

,
p q

i j
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where the ij  and ij  are coefficients that can be ob- 
tained using any two dimensional interpolation or sur- 
face-fitting method that guarantees the required accuracy. 
For the simulations presented here, these coefficients  
are obtained using the statistical softw
which employs multiple regression to evaluate the coef-

.  
on

 ta g d

 simulation is that it 
af

are package SAS 

ficients
The coefficients for the polynomial functi s in the 

models poly1D and poly2D that represent pressure rise, 
radial and ngential velocities are determined usin ata 
that has been obtained from the full 3D CFD simulation of 
the fan (cfd model). This data could also be obtained from 
experimental measurements but, assuming that our full 
CFD calculations are accurate enough, the advantage of 
extracting this data from the CFD

fords us to get the data from a plane which lies as close 

Copyright © 2013 SciRes.                                                                                  AM 



A. SAHILI  ET  AL. 648 

to the fan as we wish, certainly much closer than experi-
ments may allow. The polynomial models are expected to 
perform better than the dp model because they include 
models for the radial and tangential velocity fields.  

6.1. Effect of Using Data from Diffe

For the poly1D model, the coefficients for the tangential 
and radial velocity components can be d
curve-fitting circumferentially averaged data obtained 

lose

rent Planes 

etermined from 

from a plane close to the fan. One would expect that the 
c r this plane lies to the fan, the more accurate the 
results would be. This is true in general, but if this plane is 
too close to the fan, the results become slightly less ac-
curate. From Table 1 it is seen that for the prediction of 
pressure, using data from 5z    (i.e., 5 mm below the 
fan) is slightly more accurate. However, for the prediction 
of average velocity components on the plane lying 25 mm 
downstream of the fan, data from 5z    is slightly 
better for zu , but 10z    is significantly better for ru  
and u .  

The same conclusions can be drawn from examination 
of x-y plots of the circumferentially averaged velocity 
components versus radius as illustrated in Figure 36 for 
the tangential velocity. The loss in accuracy when using 
data that is obtained from the plane closest to the fan is 
probably due to the fact that the plane z-5 is too close to 
the wake of the blade, so that circumferential averaging is 
less reliable near the fan.  

6.2. Prediction from Different Models  

Pressure rise prediction from the various simplified mod-
els is in a very good agreement with the full cfd model 
(Figure 37). Thus, if the user is inte

rediction and there is no need to include the swirl 
city components in the model, then t
 choice. On the other hand, if the 

city field are important, then it is necessary to include 

rested only in the 
p p

velo
good
lo

he dp model is a 
details of the ve-

models for r  and u u . If only circumferentially aver-
aged values of the velocity components are needed, then  
 
Table 1. Average values of velocity components (m/s) and 
pressure (Pascal) on plane 25 mm downstream of the fan 
(Qd = 0.299 m3/s, 2300 rpm). 

Poly1D model-data taken from 
 

cfd Z = −5 Z = −10 Z = −15 

p 20.4 19.5 17.4 17.4 

ue 6.84 6.11 6.62 5.79 

ur 0.51 0.07 0.53 0.18 

uz −5.22 −5.23 −5.19 −5.17 

vavg 9.04 8.2 8.62 7.97 

 

Figure 36. Comparison of predicted tangential velocities 
when data is taken from planes at 5, 10 and 15 mm behind 
the fan. 
 

 

Figure 37. Static pressure rise vs flow rate: comparisons of 
the different models to the full cfd model, 2300 rpm. 
 

of and dp 

/

m

poly1D model. The dp model 
is not shown because it does not provide any reasonable 
predic on of the swi or higher 
flow rates, the d rences  t 1D n 
one ha d, and rof and ly2D m s on t her 
hand, ome l rominent nce the fl  tend ix 
out ci mferentially. 

6.3. Effects of Blockage on Models  

The effects of blockage on the simplified models are in-
vesti d in th ction. that pu , a nu  of  

the polynomial models perform better than the pr
models, as can be seen, for instance, from Figure 38 that 
shows radial velocity versus radius on a plane 25 mm 
downstream of the fan for a representative case (0.299 
m3 s at 2300 rpm). In terms of convergence speed, the 
polynomial models are the most efficient and the dp 
model takes the greatest number of iterations to reach the 
converged state.  

If the circu ferential variations of the velocity field are 
of particular importance, then pressure and/or velocity 
ontours must be examined. Typical contours of the ve-c

locity magnitude predicted by the various models are 
shown in Figures 39-42. Clearly, the prof and poly2D are 
in better agreement than the 

ti rl velocity components. F
iffe  between he poly model o

n
 bec

the p
ess p

po
 si

odel
ow

he ot
s to m

rcu

gate is se For rpose mber
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Figure 38. Comparison of various models: circumferentially 
averaged ur on the plane lying 25 mm downstream of the 
fan. 
 

 

Figure 39. Contours of velocity magnitude on the 25 mm 
plane for the cfd model. 
 

 

Figure 40. Contours of velocity magnitude on the 25 mm 
plane for the poly1D model. 

 

Figure 41. Contours of velocity magnitude on the 25 mm 
plane for the prof model. 
 

 

Figure 42. Contours of velocity magnitude on the 25 mm 
plane for the poly2D model. 
 
numerical experiments were performed and the perfor- 
mances of the full CFD model with the dp model are 
compared. 

In Figure 43 the p  
ode
d th

ata fo

curves are plotted for four mod-
e full CFD m ls with and without blockage (cfd 

blk and cfd nblk) an e dp model, in the blockage con-
figuration, with d r the determination of 

els, th

p in 
Equation (6.1) taken fr  the cfd blk model (dp bl ), 
and with data taken from the cfd nblk model (dp nblk- 
data).  

This plot clearly demonstrates that the dp model using 
data from the full CFD blocked configuration simulations 
is significantly more accurate than if data obtained from 
the full CFD unblocked simulations is used. There is a 
good agreement between both of the dp models and the 
cfd model in predicting the axial velocity. Specifically, all 
the cases present the same radial trends for the axial ve-
locity. The tangential and radial velocities are not pre-
dicted accurately by the dp model, but this is expecte

h dp models predict almost  

om k-data

d 
since this model completely ignores these velocity com-
ponents. Surprisingly, bot
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Figure 43. Static pressure rise vs velocity magnitude cfd 
nblk: full cfd model without blockage; cfd blk: full cf
model with blockage; dp blk-blk data: dp model with ∆

om model without blockage. 

identical axial velocity distribution on this plane, regard-
less of whether data is taken from the blocked or un-
blocked model. This is not true for the high flow rates 
since the difference in is greatest there. 

7. Conclusions 

The single reference frame model of the fan is computa-
tionally efficient and captures all of the main physical 
features of the flow in a ducted fan. However, it is in-
adequate for extended mesh calculations, since the re-
sulting unphysical Coriolis forces will dominate the all 
important viscous forces. Also, it does not provide a very 
realistic model of the fan when placed in a domain simila

 suitable for such calculations. 
It is possible, under most working conditions, to re-

 and computer resources are achieved. 
es

eri

computational domain in a simplified fan model 
si

curately and is recommended if the tangential and radial 
components of the velocity field are not important in the 
problem at hand. Otherwise, the profile and polynomial 
models would provide a more accurate representation of 
the details of the velocity field. 
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	For steady flow, the cartesian tensor form of the conservation of momentum equation can be written as follows [18]:
	where p is the static pressure,  is the stress tensor and the  are body forces which may include any model- dependent terms such as user-defined sources.

