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ABSTRACT 

Technology is increasingly being used by organisations to mediate social/business relationships and social/business 
transactions. While traditional models of impact assessment have focused on the loss of confidentiality, integrity and 
availability, we propose a new model based upon socio-technical systems thinking that places the people and the tech-
nology within an organisation’s business/functional context. Thus in performing risk management in a cyber security 
and safety context, a detailed picture of the impact that a security/safety incident can have on an organisation is deve- 
loped. This in turn stimulates a more holistic view of the effectiveness, and appropriateness, of a counter measure. 
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1. Introduction 

It is clear that, given the level of complexity of Informa- 
tion Systems Security (ISS) risk management’s simple 
linear models as proposed in most of the existing ap- 
proaches will not be able to capture such complexities [1]. 
To achieve a more complete picture of the risks that cy- 
ber attacks pose to safety and security a more social ori- 
ented model must be developed that views an organisa- 
tion as a holistic construct comprising of people and 
technology; and allow for the relationships and interac- 
tions between them to be better modelled and under- 
stood.  

The term socio-technical system is used to describe the 
function and form that people (individuals, groups, roles 
and organisations), physical equipment (buildings, sur- 
roundings, etc.), hardware and software, laws and regu- 
lations that accompany the organisations (e.g. laws for 
the protection of privacy), data (what data are kept, in 
which formats, who has access to them, where they are 
kept) and procedures (official and unofficial processes, 
data flows, relationships play in comprising an organisa- 
tion [2]. From a risk assessment perspective the chal- 
lenge is to understand that impact that a potential loss of 
cyber safety and security can have on the organisation.  

Thus our target is to construct a framework that will 
allow us to reason about risk and impact assessment as a 
stateful model on a socio-technical systems level so as to 
better capture the dynamics of a cybernetic organization 
and its state of affairs. It is in the cybernetic organiza- 
tions’ nature that we can find the arguments for the need 

of a more social approach to cyber security and safety. 
The socio-technical systems (STS) have as a main target 
to blend both the technical and the social systems in an 
organization. This can be viewed as a necessary condi- 
tion within a risk management framework as both aspects 
are of equal importance [3]. We will use stateful models 
to express the status quo of an organization, i.e. the cur- 
rent state of the systems, personnel and processes at each 
discrete moment before and after an event have occurred. 
This is going to give us a better perspective of the de- 
pendencies, responsibilities and finally reliabilities that 
run through the entire hierarchical chain of an organisa- 
tion. Thus it will allow us to be able to run different 
threat scenarios and detect the potential vulnerabilities in 
a corporate network through forward and backward 
chaining. 

2. What Is a Socio-Technical System 

The socio-technical systems (STS) concept first appeared 
in the 1950s, as a project for the Tavistock Institute in 
London, in an attempt to focus on the group relations at 
all levels in an organization and come up with innovative 
practices in organizational development to increase pro- 
ductivity without the need for a major capital [3,4]. By 
socio-technical systems we mean people (individuals, 
groups, roles and organizations), physical equipment 
(buildings, surroundings, etc.), hardware and software, 
laws and regulations that accompany the organizations 
(e.g. laws for the protection of privacy), data (what data 
are kept, in which formats, who has access to them,  
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where they are kept) and procedures (official and unoffi- 
cial processes, data flows, relationships, in general any- 
thing that describes how things work, or better should 
work in an organization) [5]. 

Socio-technical systems are focusing on the groups as 
working units of interaction that are capable of either 
linear “cause-effect” relationships, or non-linear ones 
more complex and unpredictable [4]. They are adaptable 
to the constantly changing environment and the com- 
plexity that lies in the heart of most organizations.  

The concept of tasks, their owners, their meaningful- 
ness and the entire responsibility modelling as well as the 
dependencies are also a big part of this theory. In this 
study we treat people and systems as actors of certain 
tasks over a state of affairs. They are agents that comply 
with the same rules and norms, when it comes to the way 
they operate and interact with other agents for the ac- 
complishment of states of affairs, with a model we are 
introducing in another section below. By agents, we 
mean individuals, groups of people or systems that hold 
roles and thus responsibilities for the execution or main- 
tenance of certain tasks with certain objectives; we ex- 
panded the classic definition used in Artificial Intelli- 
gence [5]. 

Along with the socio-technical systems approach we 
will use Role Theory on the agents as each one of them 
in an organization fulfils some roles in association with 
certain states of affairs. Role Theory emphasizes on the 
fact that roles are basically sets of rights and responsi- 
bilities, expectations, behaviours or expected behaviours 
and norms. People’s behaviour in organizations is 
bounded by specific context subject to both social and 
legal compliance, depending on their position in the hie- 
rarchy.  

The objective of this is to be able to assist the per- 
formance of Responsibility Modelling on the socio- 
technical systems [5] to analyse their internal structure, 
the responsibility flows and the dependencies. This will 
provide us with the necessary information and structure 
upon which we can apply scenarios that simulate behave- 
iours deviating from the expected (e.g. attack scenarios) 
[6], along with logical rules that best describe the or- 
ganization at hand, its expected behaviour and targets, 
that will allow us to locate vulnerabilities in the supply 
chain and express cause and effect, in case anything 
changes to the environment beyond expectation. 

Different types of threats and countermeasures, dif- 
ferent exposures, the variety of information and the het- 
erogeneous data make it hard to manage risk. “Thus, it is 
clear that, given the level of complexity of Information 
Systems Security (ISS) risk management, simple linear 
models as proposed in most of the existing approaches 
will not be able to capture such complexities [1].” For 
this reason, we suggest the socio-technical systems ap-  

proach combined with Role Theory and eventually Re- 
sponsibility and Dependencies Modelling, as we think it 
works much better than linear models and is far more 
capable to map down the complex relationships, that 
more realistically represent organizations of any size and 
it is the nature of the information they provide that makes 
them appropriate for impact assessment and vulnerability 
analysis. 

3. Impact Assessment 

More and more security breaches are taking place the last 
few years, with a major pick on the attacks in 2011. DoS 
attacks, Botnets, Ghostnet, Operation Aurora, Flame, 
Stuxnet, Duqu and the very recent Gauss virus are only 
some of the major attacks that took place since 2009 on- 
wards. No matter what the measures and the controls 
though, the assets or the information an organization is 
managing are never fully secure.  

Thus businesses and organizations are utilising in Risk 
Assessment and Risk Management methods as a tool to 
mitigate this threat. The reason being, they are trying to 
prevent those breaches and consequently damage or loss 
of assets and information. Impact assessment is a critical 
tool in understanding how a Computer network Attack 
can impact on an organisation and can this be used as 
both a planning tool to allow for structured arguments 
and business investment to be considered and as a post- 
incident mitigation tool. Key to this decision process is 
situational awareness. 

ISO 27005 is an Information Security Risk Manage- 
ment guideline applicable to organizations of all types 
that is why we are going to follow its definitions for Risk 
Assessment (RA). It provides a Risk Assessment Frame- 
work without providing specific methodologies and 
within this framework, Risk Assessment is recognized as 
the overall process of Risk Analysis and Risk Evaluation. 
Risk Analysis itself, is further divided in Risk Identifica- 
tion and Risk Estimation [7], i.e. any systematic use of 
information to identify sources and estimate the risk.  

Risk estimation is the process used to assign values to 
the probability and consequence of risk and usually that 
is where the results of the overall process come from. In 
the process of Risk Identification we can place the iden- 
tification of assets, threats, existing controls, vulnerabili- 
ties and impact. In essence, it is the finding, listing and 
characterizing elements of risk. 

According to the same standards, the definition to 
threat is a potential cause of an incident that may result in 
an adverse change to an asset, a group of assets or an 
organization. Vulnerabilities are weaknesses in an infor- 
mation system, system security procedures, internal con- 
trols, or implementation that could be exploited or trig- 
gered by a threat source. Impact Assessment is defined as  
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adverse change to the level of business objectives achi- 
eved, i.e. the loss of productivity and market share, or 
brand deterioration, penalties etc. It is used as a factor, 
along with the likelihood of occurrence of an event, the 
vulnerabilities and threats, to calculate and evaluate the 
risk. 

Over the past years, a lot of methodologies have been 
developed in order to manage Information Systems Se- 
curity (ISS) and Information Assurance (IA) [7,8]. Usu- 
ally in the literature review Risk Assessment methods are 
divided into three categories, the qualitative ones, the 
quantitative ones and those that are a combination of 
both. The quantitative ones provide probabilistic results 
as to what is the percentage of running the risk, while the 
qualitative ones present results in predetermined scales of 
High-Medium-Low levels of risk. All the methods that 
appear in the literature have certain limitations so far, 
according to our opinion, and very few focus on the im- 
pact assessment side to properly estimate the impact it- 
self and not to use impact to estimate the risk. Our ap- 
proach is not focusing on the risk and threats side like the 
current methodologies and frameworks; we focus on im- 
pact and the propagation of it in the entire supply chain. 
Trying to calculate the probability of an event happening 
and predict it might be one perspective. 

There is great difficulty in estimating the probability 
of loss occurrence as most methods suggest that such 
information is obtained by discussions with the users in 
order to understand the threat propagation. The problem 
with this approach is that these discussions are limited 
and they rarely help the analysts to get complete aware- 
ness and estimate the risk correctly [1]. Even when there 
is a proper understanding of the risk propagation it is 
extremely hard to quantify this even in a probabilistic 
way. So we suggest that a more automated method is 
necessary without excluding the human factor out of the 
equation. This can be achieved via the utilisation of a 
socio-technical approach that maps down business pro- 
cesses and roles, responsibilities and dependencies of 
tasks and considering impact as failure in states of af- 
fairs. 

The problem with using stochastic probabilistic ap- 
proaches is the “correct” metrics and the probabilities to 
estimate the magnitude and the probability of loss. By 
the term “correct”, we mean metrics accurate and de- 
scriptive enough to capture the organization’s pulse and 
priorities, in order to take the right threats into considera- 
tion and calculate the appropriate risks that actually make 
sense for the particular organization. In addition to that, 
as stated by the Risk Assessment Review Group Report 
of the NRC in 1978, for methods like these it is concept- 
tually impossible to be mathematically complete [9]. It is 
an inherent limitation due to Gödel’s theorem and thus 
they will always be subject to review and doubt as to  

their completeness. Whilst the problem with the qualita- 
tive approaches is that they are not specific enough with 
the results they provide and not customized enough to 
make sense. So we think an approach using a stateful 
model and reasoning is needed, to be able to make for- 
ward and backward inferences about scenarios that have 
either happened or are trying to construct them. 

Furthermore, most approaches do not capture the com- 
plex interrelationships of the corporations with very few 
exceptions. It is in those internal relationships and struc- 
tures, that most of the uncertainty and risk is lying and 
not in the environmental uncertainty [10]. MIT argued 
that the chain-of-events concept that most current risk 
assessment methods use couldn’t account for nonlinear 
and indirect relationships that describe most accidents in 
complex systems. For this reason, our approach as stated 
before is that of socio-technical systems and role theory 
with main focus on the responsibility and dependencies 
modelling part, along with a rule based framework capa- 
ble of forward and backward inferences, to provide im- 
pact assessment. Socio-technical systems are scalable 
and adaptable, capable of mapping those complex non- 
linear relationships in the organizations and thus we 
claim that they are capable of providing better incident 
and impact analysis. 

4. The Framework 

To perform risk management in a cyber security and 
safety context we must understand that relationship and 
interactions that technical and people have within an or- 
ganisation. We have defined a responsibility with refer- 
ence to a state of affairs and the ability of an agent to 
fulfil, or maintain, it. This definition gives rise to the 
question of how a given agent can achieve this within the 
context of a socio-technical system. Figure 1 defines a 
framework within which responsibilities are mapped 
down into tasks that are executed by agents. A task is the 
primary vehicle through which the state of a sociotech- 
nical system is changed and manipulated.  

Within Figure 2 we can see that a process of mapping 
responsibilities into set of tasks is achieved via the per- 
formance of a set of roles. The function of a role is to 
define the behaviour in terms of interactions that an agent 
engages in when executing a task. From a formal per- 
spective we can define the following basic sets that will 
be used to model and express a socio-technical system.  

The mapping from a responsibility to a role is achi- 
eved via obligations. Each responsibility will give rise to 
a requirement for a set of behaviours that maintain, and/ 
or achieve a state of affairs. The requirement is termed as 
an obligation and hence an obligation may be said to be a 
relationship between a given single responsibility and a 
set of roles. The concept behind these functions is to al-  

Copyright © 2013 SciRes.                                                                                   JIS 



K. CHARITOUDI, A. BLYTH 36 

Commitments 

Tasks 

Responsibility 

Obligations 

Roles 

 

Figure 1. The framework. 
 

 

Figure 2. The responsibility relationship. 
 
low us to express a set of necessary and sufficient condi- 
tions that must be achieved in order for a responsibility 
to be fulfilled.  

These conditions take the form of requirements for the 
performance of a set of roles via a set of agents.Thus an 
obligation can be formally defined as a function that 
takes a responsibility as input and maps that responsibil- 
ity to the set of roles that must be performed in-order for 
the responsibility to be fulfilled. For example, the doctor 
agent may be said to be responsible for the delivery of 
healthcare. This responsibility gives rise to a set of obli- 
gations for the doctor to perform a set of roles such as 
diagnoses illness and prescribe treatment. 

The mapping from a role to a set of tasks, or actions is 
achieved via a series of commitments. From a philoso- 
phical perspective a commitment is to define those tasks 
that must be executed in order to the performance of the 
role to be true. Formally a commitment functions to de- 
fine a mapping from a role to a set of tasks. The role of a  

task is to define a series of interactions that function to 
manipulate the state of the socio-technical system.  

For example when a doctor performs the function of 
prescribe-treatment the doctor must first authenticate 
themselves to the medical patient information system, 
then select the patient, and finally select an treatment 
plan from a set of predefined intervention plans. 

Within the specification of a responsibility, role and 
task is the concept of sequentiality. This can be used to 
express and represent the concept of dependability. De- 
pendability is defined as the necessary conditions that 
must be achieved in order for a statement to be true. For 
example, in order for a doctor to perform the role pre- 
scribe-treatment, the doctor must first have made a diag- 
nosis. In order for the action select intervention plan to 
be performed the action of selecting a patient must first 
be performed. 

5. Responsibility Modelling 

Responsibility modelling is the analysis and design tech- 
nique of the responsibilities within an organization with 
purpose to explore the internal structure and the depend- 
encies in the socio-technical systems [5,11]. It is one way 
of exploring the relationships amongst personnel, tech- 
nical infrastructure, resources and business processes. 
What is interesting is that the risk associated with any 
deviation from the expected behaviour can be explored. 
In the event of an unanticipated change, a before and 
after analysis can determine what effect the event could 
have or had on the socio-technical system. 

According to dictionary definitions, responsibility has 
two meanings: 

1) The state of having a duty to deal with a certain 
state of affairs. 

2) The state of being accountable or to blame for a 
certain state of affairs. 

The first case has a causal connotation meaning the 
agent has the responsibility for doing something-making 
an event happen. The second case has a connotation of 
blame between the actual action and the results of it, but 
does not necessarily imply causality for the agent held 
accountable. For example, the parents are held response- 
ble for the actions of their children. As a result, two types 
of responsibilities can be distinguished, a causal respon- 
sibility and a consequential responsibility [5,11]. For 
instance, each member of a crew of a ship or a plane is 
causally responsible for the performance of certain tasks 
but the captain or the pilot is always consequently re- 
sponsible for the state of the ship or plane. 

Responsibility is associated with agents, resources and 
tasks [11] as defined in the ART model later on and it is 
defined as the duty from one agent (the responsible) to 
another (the authority or principal) for the accomplish-  
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ment of a state of affairs, whether this is the execution, 
maintenance or avoidance of certain tasks, subject to 
conformance with the organizational culture (Figure 1: 
The Responsibility Relationship). Thus the characteris- 
tics of a responsibility consist of: who is responsible to 
whom, for what state of affairs, which are the obligations 
of the responsibility holder in order to fulfil his/her re- 
sponsibility and what type of responsibility it is [5].  

Causal responsibility lies effectively between one 
agent and a state of affairs, while the consequential re- 
sponsibility is a three-way relationship between two 
agents and a state of affairs. In this case the agent who 
holds the responsibility can be held accountable, culpable 
or liable to the “authority” agent as seen in Figure 1. 
Apparently, the most important part of the diagram for 
the consequential responsibility is the relationship be- 
tween two agents as the most important question to be 
answered is “who is responsible to whom and in what 
respect?”. On the other hand, for the causal responsibility 
the most important part is the relationship between the 
agent and the task as the most important question to be 
answered is “who is responsible for this action?”. 

Causal responsibility is a dynamic functional relation- 
ship between an agent and a state of affairs, while con- 
sequential responsibility indicates the structural relation- 
ships within organisations and their objectives. Due to its 
nature, more than one agent may hold consequential re- 
sponsibility; it could rest upon an entire organisation, 
whereas the causal usually lies upon one agent. However, 
the latest can also be delegated from one agent to another, 
while the first one is normally not capable of that al- 
though it can be transferred. 

6. The Concept of Role 

6.1. On the Nature of Roles 

At its simplest level the concept of a role is used to de- 
fine behaviour in terms of is a set of rights, duties, ex- 
pectations, norms and behaviours that a person has to 
face and fulfil. When modelling a socio-technical system 
we distinguish between two major, and distinct, concepts 
of a role [8]. A structural role, which is a relation be- 
tween agents, corresponds to the consequential response- 
bility aspect of role and functions to define the context of 
the behaviour. Examples of structural roles are supervi- 
sor-subordinate, supplier-customer, provider-consumer, 
and so on. This is in contrast to a functional role, which 
is a relation between agents, and corresponds to the be- 
havioural and interactional aspect of role. The functions 
roles function to define the tasks that an agent must exe- 
cute in collaboration with other agents in order to fulfil a 
responsibility. Hence our concept of role allows us to 
distinguish the following: 
 Agencies and agents with associated responsibilities  

to other agencies and agents. 
 Tasks that interact through the utilisation of resources 

and are structured into actions and operations. 
This distinction between functional and structural roles 

enables us to represent and analyse the relations between 
functional and structural concepts and to express the way 
in which they operate in real organisations. A marked 
advantage of our socio-technical modelling technique is 
the way in which we can compose and decompose our 
models for the purposes of ascertaining requirements at 
various levels of agency (individual, group or organisa- 
tion). Our use of the abstract term ‘agency’, for example, 
is deliberate so that we can discuss who or what corre- 
sponds to the agency.  

While agents act as the primary manipulators of the 
systems state, agencies act as repositories for response- 
bilities, and structural roles act as their binding points [5]. 
A structural relationship serves as a means for the re- 
sponsibilities to flow from one agency to another and 
thus responsibilities flow through an organisation. 

6.2. Structural Role and Relationships 

A structural role is defined by the set of responsibilities 
that bind to it. Each responsibility in the set in turn de- 
fines a set of roles. Each role in turn defines a set of tasks 
that the role holder is engaged in performing. The key to 
understanding the nature of structural roles and their re- 
lationships with each other is in understanding the pri- 
mary purpose of the socio-technical model and the uses 
to which it will be put. The socio-technical model facili- 
tates a problem solver to model, and to comprehend, how 
organisational attributes like responsibilities are estab- 
lished, flow through an organisation and are then ful- 
filled. 

Structural relationships of the particular types and un- 
der a particular set of circumstances may be transitive in 
nature [5]. A requirement on the notation is that it allows 
us to express and describe the types of relationships and 
circumstances under which they are transitive. The set of 
structural roles that an agent can hold is divided into 
three types, a power relationship, a peer relationship and 
a service relationship. These relationships are described 
as follows: 
 The Peer Relationships—The peer relationship is a 

far more subtle relationship than the power relation-
ship, as this appears to be more social in nature than 
the power relationship. In a peer relationship two or 
more agents share a common power relationship with 
a third agent. It is important to note however that this 
power relationship should be of the same type. In a 
peer relationship there is no implication of enforce- 
ment, in fact, it is exactly the lack of this attribute that 
is characteristic of peer relationships and makes them  
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special. Consequently when two agents are in this re- 
lationship they may request that each other perform 
various services, but they lack the facility or the 
power to enforce execution. As a result agreement to 
perform a service is achieved by means of negotiation. 
An example of a peer relationship is that of the col- 
league relationship.  

 The Service Relationships—In a service relationship 
one or both of the agents have the power to invoke 
the execution of a pre-defined and agreed task by an- 
other agent. This task will in some way relate to both 
the invoking and executing agents. An example of a 
service relationship is the consumer-supplier rela- 
tionship, an example of which is the relationship that 
most people can be said to hold with an electricity 
board. In this relationship, one agent acts as the con- 
sumer of a service while another agent acts as the 
supplier of that service. The difference between a ser- 
vice relationship and a power relationship is that 
when the consuming agent is dissatisfied with the 
service provided by the supplying agent then the con- 
suming agent may appeal to a third agent. It is this 
third agent that has the ability to enforce its judge- 
ments on both the supplying and consuming agents. A 
service relationship is in essence one agent invoking 
the performance of a predefined activity by another 
agent with predefined rules for the enforcement of the 
correct execution of that task.  

 The Power Relationships—The essence of a power 
relationship is that one agency has the power to make 
and enforce demands on another agency. It is impor- 
tant to note however that the enforcement of these 
demands may be made via a third agency. An exam- 
ple of a power relationship is the supervisor-subor- 
dinate relationship that can exist in most organisa- 
tions. There are however many different types of this 
relationship, for example master-slave. In this rela- 
tionship the supervisor has the power to define the 
responsibilities and obligations that a subordinate is 
required to fulfil, and to judge whether or not the re- 
sponsibilities were correctly discharged. The subor- 
dinate is not totally subservient to the supervisor in 
that the responsibilities and obligations that the sub- 
ordinate is required to fulfil are defined by means of 
interaction between the two agencies.  

6.3. Functional Roles and Interactions 

Interactions link together two functional roles in different 
agents or agencies where each agent or agency is called a 
role holder. One of the purposes of Interactions is to de- 
fine the behaviour that a role holder may engage in with 
another role holder within the context of a structural rela- 
tionship. We may say that one of the purposes of a struc-  

tural relationship is to define the context for a functional 
relationship. In defining and modelling the behaviour of 
a role holder, the problem solvers are in fact defining and 
modelling the set of allowable Interactions that can exist 
for that particular role holder.  

Interactions aid in the identification of the organisa- 
tional objects that are required to give meaning to the 
behaviour associated with a responsibility [12,13]. The 
purpose of an interaction from the perspective of its role 
holders is to facilitate the correct discharge of their re- 
sponsibilities. The behaviour that one role holder may 
engage in with another takes the form of interactions. 
The context of these interactions is defined by the struc- 
tural roles within which they are said to take place.  

In the socio-technical systems model the interaction 
between two role holders defines how, when, where and 
under what circumstances responsibilities are established, 
flow through the organisation and are finally discharged 
or fulfilled. By modelling the life cycle of responsibilities 
we may attempt to answer a number of types of ques- 
tions: 
 The first type of question allows for the examination 

of the possible conflicts that could arise for any given 
role holder. The term conflict is used to denote a 
situation where a role holder is either obliged or re- 
sponsible to perform an action, or bring about some 
state of affairs, whilst at the same time being obliged 
or responsible either not to perform the action, or not 
to bring about some state of affairs.  

 The second type of question is concerned with the 
elucidation of the conditions under which an agent 
cannotfulfil a responsibility.  

 The third type of question is concerned with the elu- 
cidation of what objects act as tokens of responsibili- 
ties.  

 The fourth type of question is concerned with the 
delineation of the valid accesses to objects that act as 
tokens of either responsibility.  

 The fifth type of question is concerned with the ex- 
amination and comprehension of the correct creation 
and deletion of the objects that act as tokens of either 
responsibility. 

7. The ART Model of Socio-Technical  
Systems 

The core idea is to develop a rule [13]-based reasoning 
framework that will be able to identify the incoming 
threats viewing the organization from a cybernetic sys-
tems organism perspective.  

The goal to be achieved is to use reasoning to bridge 
both the ICT infrastructure and the business processes, as 
a socio-technical approach, to assure that the business 
services are safely delivered as scheduled and the or-  
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ganization meets its objectives. This means that all re- 
sources/assets are available to all eligible agents, i.e. 
agents with the appropriate access rights on those re- 
sources/assets and all agents are able to execute all ac- 
tions that have been assigned to them in order to fulfil 
their responsibilities. 

In order to have a full perspective of the supply chain 
i.e. both the human factor and the complex ICT systems, 
we need taxonomic and ontological structures that are 
able to express the enterprise view in a socio-technical 
way, such as the one in Figure 3. The socio-technical 
model presented in Figure 3 is comprised of a basic tax- 
onomy and ontology of agents-resources-tasks. 

The agents are the holders of responsibilities, they can 
be viewed as primary manipulators of the state or struc- 
ture of the system and they are the only objects that can 
create, modify or destroy other objects, through the re- 
sponsibilities that are associated with them. Actions are 
the operations that change the state of the system, and 
they are performed by agencies. All actions must induce 
state changes in the system that is visible to one or more 
agencies. The resources can be of two types: physical or 
logical, where physical resource are tangible objects such 
as servers, planes, tankers, and logical resources include 
information, time etc. When modelling organizations as a 
socio-technical system resources act either as tokens of 
responsibility signifying that an agency has a binding 
responsibility upon them, or as objects for which some 
agency is responsible. 

The basic components of this architecture, like men- 
tioned before, are three, Agents, Resources and Tasks: 
 Agent: This is a name attached to a set of consequen- 

tial responsibilities such as accountability, liability 
and culpability. It also allows for the expression of le- 
gal obligation. 

 Resource: A Resource is an answer to “with”, or “by- 
means-of-what” questions. For example, when a doc- 
tor makes a diagnosis they may do so by looking at an 
x-ray of a broken leg. Thus the x-ray functions as a 

 

 

Figure 3. A socio-technical cybernetic enterprise model. 

resource over which the doctor has access rights. 
 Task: A Task is to be distinguished from the doer of 

the task. Thus a task is a functional answer to “a 
what” question, and takes a verbal form of the speci- 
fication of a functional role. For example, a doctor 
may perform the function role “Diagnosing Illness” 
when performing the task Delivery of Heath Care. 

On those basic components, relationships are formed 
in order to describe the interactions between them: 
 Task-Task: tasks interact with each other via interact- 

tions. Such interactions are usually mediated by the 
exchange of resources; through direct interactions, 
such as interrupts, can also occur. 

 Task-Resource: The relation between an task and an 
resource is an access mode, such as reads or writes 
(for information assets) or provides or consumes (for 
commodity assets).  

 Resource-Resource: The relation between resource is 
what in information technology terms is called, the 
conceptual schema. 

 Agent-Resource: The relation between an agent and 
an resource is an access right, such as the right: to- 
create, to-destroy, to-allocate, to-take-ownership-of. 

 Agent-Task: The set of tasks with which an agent has 
some relation constitute the functional relationships 
of that agent and relates to the behaviour associated 
with that agent. For example, we can make some 
elementary distinctions between the functional rela- 
tionships as follows: 

○ The Observer of a task knows that it is taking place 
and may, or may not, know of any of the relationships 
which now follow. 

○ The Owner of a task has the ability to destroy it; (the 
owner of an action may differ from the creator of an 
action, since ownership can be transferred). 

○ The Customer of a task has the ability to change its 
specification. 

○ The Performer of a task is the agent responsible for 
executing the tasks and performing the interactions. 

By the functional relationship we mean two related 
things: a capability exists to perform the action and this 
capability by virtue of some legal instrument can be en- 
forced by recourse to something outside the system (e.g. 
judicial)  
 Agent-Agent: The set of agents with which an agent 

has some relation constitute the structural roles of that 
agent and relates to the responsibilities that bind agents 
together in webs that form structural schema.  

The structural relationship diagrams that will be in- 
troduced in this section are normative. That is they at- 
tempt to explain what is required for a particular struc- 
tural relationship in order for it to be such a relationship.  

Therefore we term such a diagram an explication of  
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the structural relationship that it represents. When mod- 
elling the structural relationships that can exist within a 
socio-technical system there are two questions that the 
model should be able to answer. The first question is 
“what responsibilities are allowed to exist within the re- 
lationship?” The second question is what “socio-techni- 
cal objects, i.e. resources etc., must exist in order to sup- 
port and give meaning to the responsibilities?” It is im- 
portant to note that these objects can act in several ways.  

A structural relationship diagram is depicted in Figure 
3 and in this diagram there are a few things that should 
be pointed out. The first is that each object type is repre- 
sented as a distinct shape, i.e. the agents are drawn as 
rectangles, the tasks as ovals and the resources as rhom- 
boids. The arcs also have a condition associated with 
them. The task that is shown at the centre of Figure 3 is 
derived from the responsibilities and obligations that a 
particular agency may hold. Responsibility is a three- 
place relationship between two agencies and a state of 
affairs. For this relationship we say that the agency A is 
responsible (in some way) to the agency B for bringing 
about or maintaining a state of affairs.  

It is from this that the task definition is derived. A 
structural relationship diagram can be used in one of two 
ways by the problem owners. The first is to help them in 
their task of requirement elicitation by prompting them to 
ask certain questions.  

For example “when and under what conditions is this 
relationship between two objects meaningful?” The sec- 
ond is in allowing them to explore the ramifications, im- 
plications and possible contradictions of policy state- 
ments. 

The role and function of the responsibility dependency 
tree is to define the logical structures through which a 
responsibility is fulfilled within a socio-technical system. 
This graph/tree-based structure is represented in Figure 4. 
The responsibility dependency tree is a directed graph in 
which any two vertices are connected by exactly one 
simple path. In order words any connected graph without 
cycles is a free [14,15].  

In addition, an undirected tree has the property that the 
path from any leaf node in the graph to the any other 
node in the graph is unique. This structure is a graph 
based formal semantic representation of dependence 
logic.  

For the purpose of syntactic and semantic interopera- 
bility the following is a formal representation of the 
functional dependency between a responsibility depicted 
in Figure 3 and its associated structural roles. Depen- 
dence logic is a logic of imperfect information and its se- 
mantics can be obtained from first order logic. 

8. Summary and Conclusions 

The methods and methodologies that have been deve-  

 

Figure 4. A responsibility dependency tree. 
 
loped in order to manage Information Systems Security 
and Information Assurance have certain limitations so far, 
according to our opinion. They don’t incorporate tech- 
nology fully, but at the same time they don’t include 
properly the human factor either [6]. They are focusing 
too much on probabilistic models with metrics that don’t 
provide much help. The main target is risk analysis and 
predictions of events leaving out other equally important 
factors like impact and situational awareness. They are 
not complex enough or adaptable enough models to map 
all aspects of organisations not even the most important 
one the human personnel. They cannot reflect the inter- 
dependencies of assets or the correlations of data. 

The RA methods were used in the past to evaluate 
situations or estimate the probability of an incident to 
occur and maybe disrupt the business processes or inter- 
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