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ABSTRACT 

In this note we consider a class of environmental games recently proposed in the literature and investigate them by 
using the powerful tools of variational inequalities. We also consider the case where some data of the problem can 
depend on a parameter and analyze the regularity of the solution with respect to the parameter. In view of applications 
to time-dependent or random models, we also introduce the variational inequality formulation in Lebesgue spaces. 
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1. Introduction 

The last decade has witnessed a growing interest in the 
application of game theory to environmental problems. 
At an international level, the Durban conference (2011) 
has revived the importance of global agreements (e.g. the 
Kyoto Protocol) which require that each signatory 
country bounds its polluting emission to a prefixed level. 
Among the vaste literature on environmental games, here 
we recall that the game theory formulation of Kyoto 
Protocol has been introduce by Breton et al. [1] in the 
case of two players, while an n-players environmental 
game has been formulated by Tidball and Zaccour [2] for 
a broad class of revenue and damage cost functions. In 
this paper we further investigate two scenarios proposed 
in [2]: 

1) The noncooperative scenario where each player 
optimizes their welfare under their own environmental 
constraints. The players interact through the damage cost, 
which is a function of the total emission. In this case a 
solution is a Nash equilibrium.  

2) The umbrella (or bubble) scenario, where the players 
aim to optimize their individual welfare, but under a 
shared environmental constraint. In this case a solution is 
a generalized Nash equilibrium, à la Rosen. 

We study these two scenarios via the variational in- 
equalities theory which has proved to be a very powerful 
tool in the theoretical and numerical analysis of many 
equilibrium problems (see e.g. [3-5]). We first compare 
the total emissions resulting from the two scenarios, taking 
explicitely into account the nonnegativity constraints 
which, for the sake of simplicity, were relaxed in [2].  

Then, we consider the case where the operator or the 
constraints set depend on a parameter, and study the 
continuity and Lipschitz continuity of the solution with 
respect to the parameter (see e.g. [6,7]). This parameter 
can have the meaning of time, or of a random variable 
reflecting the uncertainty in the decision variables. 
Finally, we introduce the Lebesgue space formulation 
which was successfully applied to tackle time-dependent 
as well as random equilibrium problems, [8-11].  

2. The Model and the Variational Inequality 
Approach 

Each player is a subject who produces, pollutes and aims 
to maximize his/her welfare function, which is defined as 
the difference between the revenue resulting from the 
production and the damage cost due to pollution. As usual 
we assume that pollution is proportional to the industrial 
output so that the revenue of player i, , can 
be expressed as a function of its polluting emission i . 
Let us denote by 

1, ,i n  
e

 i if e  the revenue function of player 
, which is assumed to be nonnegative, increasing, 

concave and . Assume that the cost of the environ- 
mental damage depends on the emissions of all players 
and denote these functions by 1i n . Each  
is assumed nonnegative, increasing, convex and . 
Thus, the welfare function of player  is given by:  

i
1C

 e d e

i

id
1C

     1 1, , .i n i i iw e e f e d e e     n     (1) 

In the noncooperative scenario, each player has to 
satisfy the environmental constraint: i . For 
each vector 

0 ie E 
 1 1 1, , , , ,i i ne e e e    he/she has to solve 
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the optimization problem:  

   1 .max
i

i i i n
e

f e d e e      

More precisely, the problem under consideration is a 
Nash equilibrium problem, i.e., to find a vector 

 1 , , N N N
ne e e   such that for all  one has  i

   
0

.max
i i

N
i i i i i

e E j i

w e f e d e e
  

  
    

  
 N

j







 

Under the differentiability hypotheses, it is well 
known (see e.g. [12]) that Nash equilibrium problems are 
equivalent to variational inequalities. Thus, consider the 
closed convex set  

  : 0 , 1, ,N
i iK e e E i n       

where  and let  be defined 
by:  

 1: , , ne e e   n: nF  

   

 

1

=1

.

n

i j
ji i

i
i i

n

i i i j
j

d e
f e

F e
e e

f e d e



 
      

 

 
     

 





 

Thus, we can consider the following variational in- 
equality problem: Find N Ne K  
such that  

  
1

0, .
n

N N N
i i i

i

F e e e e K


         (2) 

In the sequel we shall refer to the above variational 
inequality as (NVI). Assume that F  is a monotone 
operator i.e.:  

     
1

0,

, .

n

i i i i
i

n

F e F e e e

e e



  

 






       (3) 

In particular, assume that F  is strictly monotone in 
the sense that equality in (3) holds only if e e . Since 
F  is continuous and  is compact, the Stampacchia 
theorem applies and (NVI) is solvable (for a survey on 
existence theorems for variational inequalities see [13]). 
Moreover the solution is unique under the strict 
monotonicity hypothesis. 

K

In the umbrella scenario each player  still aims to 
optimize his/her welfare function, for each vector 

i

 1 1 1, , , , ,i i ne e e e   



, but the constraints are satisfied 
jointly by all players. We are then faced with a gene- 
ralized Nash equilibrium problem (GNEP), that is the  

problem of finding  1 , ,R R R
ne e e   such that for all   i

one has 

j   max
R R

i i i i i
e j ii

w e f e d e e


  
    

   
  

where ., 0R
i j jj i

e e E e


    

This class of problems was introduced by Rosen in his 
seminal paper [14] and has been studied quite recently 
from the point of view of variational inequalities [15]. It 
is well known that GNEPs have infinite solutions and the 
problem of selecting certain interesting classes of 
solutions was already considered by Rosen who intro- 
duced the concept of normalized equilibrium. Here we 
follow and generalize the approach of [15]. Let us fix a 
vector of positive weights  1, , nr r r  , introduce the 
operator defined by:  

     

 

1

1

n

i j
jr i i

i i i
i i

n

i i i i i j
j

d e
f e

F e r r
e e

r f e r d e





 
      

 

 
     

 





 

and the closed and convex set:  

. 
1 1

: , 0, 1, ,i i i
i i

n n
R nK e e E e i n

 

       
 

    

Consider the following variational inequality problem 
(RVI): Find R Re K  such that  

    
1

0, .
n

r R R R
i i i

i

F e e e e K


         (4) 

For each fixed vector of weights r this variational 
inequality admits a unique solution Re , (since rF  is 
strictly monotone), which is the norma ed Rosen ui- 
librium corresponding to the given weight. For the eco- 
nomic interpretation of normalized equilibria we refer the 
interested reader to [2] and to the quoted paper by Rosen. 
Here we would like to remark that the variational in- 
equality formulation provides a wealth of effective 
algorithms for the computation of Rosen equilibria.  

3. Comparison between Nash and Rosen 

liz eq

Equilibrium 

In this section we exploit the variational formulation to 
compare the total emissions in the two scenarios; we 
remark that our method does not require the use of 
Lagrange multipliers. To begin with, let us notice that, if 
a Rosen equilibrium Re  belongs to the interior of NK , 

it follows that  
 

  0,r R
iF e i  , which also imp s lie

    0,r R
iF e i  , Nash equilibrium coin-  

compare Nash and Rosen total emissions 

i.e. Rosen and 

cide. Hence, we 
in the following family of subsets of RK : 
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 0 , 1, ,m i ie E i m


    




 
1 1

,

, 1, , ,
n n

i i i i
i i

e E i m n e E
 

     


 
 

Theorem 1. If  then  R
me  ,

1 1

.
n n

N R
i i

i i

e e
 
   

Proof. If the indices  for which are not the 
first , we can always reorder them nsider this 
ca

i

e

i ie E  
 and co

, ,
m

se. If R
me  , th n 1 1

R R
m m n ne E E   . If 

1 1 , ,
e

R R R N
m me e e e   as well, it follows that:  

1 1

.
n n

N R
i i

i i

   

We can prove that (5) contin
.   

e e
 

             (5) 

ue to hold true if 
   , 1, , ,   N R

j je e i k k m   
Now, in (4) we can consider as test vector  

 1 2, , ,N R R
ne e e K R , and obtain,    1 1 1 1 0R N Rr F e e e  , 

while in (2) we can choose as test vector  

 1 2, , ,R N N
ne e e K N , and obtain   1 1 1 0N R NF e e e    

which still holds true after multiplication by . 
Summing up these tw e get:  

1 > 0r
o inequalities w

     1 1 1 1 1 0.R N N Rr F e F e e e      )    (6

Now we write in detail the first factor:  




The first expression is negative because 

      1 1 1 1 1 1   

1 1
1 1

R N R N

n n
R N
i i

i i

F e F e f e f e

d e d e
 

       

          
    
 

 

1 1 N Re e  and 

if   is (strictly) decreasing for all i. Now, let e,  

by

us assum

 contradiction, that 
1 1

n nN R
i ii i

e e
 

  . Th e iden, sinc    

(strictly) decreasing, the second expression is negative is 
we would ge

4. Extensions of the Model

as well. As a consequence t 

     1
1 1 1 1 0R N N Rr F e F e e e     , which contradicts (6).  

 

Let  0, 0,T t T  , and assume that bot
functions and the constraints can

h the welfare 
 depend on . More  t

prec ch    1, ,i n   we assume that 

isely, for ea

: 0, n
iw T     is such that  ,iw e  is measurable  

ne  , while    1 nC   f,iw t   or almost every  

 0,t T  
over, we
assumptio

(with resp esgue m
nvexit  

ect to the Leb easure). More- 
 assume that the co y and the monotonicity

ns that we did in the nonparametric case hold 
true a.e. in  0,T . We are then left with the parametric 

Nash and Rosen equilibrium problems. The parametric 
Nash equilib problem reads as follows. 

For a.e. 

rium 

 0,t T , find       1 , ,N N N
ne t e t e t  :  

 axw t f
 

 
0

, , ,m
N N

i i i i i
e E t j ii i

e t e d t e e
  

 
   

 
  .j

The parametric Rosen equilibrium problem is: for a.e. 
 0,t T , find       1 , ,R R R

ne t e t e t  :  

 , ,   ,max
R R

i i i i
e j ii

w f t e d t e e


 
   

 
 i t e  j

where    , 0,R
i j jj i

e e E t e t


.i     

We c
and Ro

an then consider the parametric versions of Nash 
sen variational inequalities. For each  consider 

th
t

e two closed and convex subsets of n .  

      1, , : 0 ,N
n i iK t e e e E t i     

     1
=1

, , : , 0,
n

R
n i i

i

K t e e e E t e i
     
 

  

n
where . Moreover, let     1 ii

E t E t


 

    1

,
,

n

id t e
e

 
  

, : ,
j

ji i
i

i i

f t
F t e

e e


    

 
 

      1

,
,

, : .

n

i j
jr i i

i i i
i i

d t e
f t e

F t e r r
e e



 
      

 


 

Thus, Nash parametric variational inequality is the 
following problem: 
for a.e.  0,t T , find    N Ne t K t  such that  

n

   
1

, 0N Nt e t e e    j
j

F t


      (7) 

 Ne K t  , while Rosen parametric varia
equality reads as follows. For a.e. 

tional in- 
 0,t T , find 

   t  with  

 
n

r R R
jF

Re t K R

    
=1

, 0
i

t e t e e t         (8) 

 and  rF .Re K t   Since F  are strictly monotone 
for a.e.  0,t T , it follows that the solution maps 

 Nt e t  and  Rt e t  are single valued. To prove 
the continuity of these maps we state a theorem whose 

 be ea ed along the same line as 
theorem 2.1 in [6].  

Theorem 2. Let 

proof can sly deriv

 ,iw e  be continuous on  0,T , 
ne  ;    n  1,iw t C   0,t T . Moreover, a   ssume

 ,iw t   is strictly concave for all i, and  iE tthat,  is 
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continu s. Then, (7), (resp. (8)), ha
 (resp
ou s a unique solution 

 e t .  Re t  which is continuous on N , 0,
In the next theorem we need the following property:  
D nition 1.  

T . 

efi Let : 0, n nT T    . We call T 
nuniformly strongly monotone on  , iff 0   such 

that:  

    2
, , ,T t x T t y x y x     (9) y    

,x y  n  and  0,t T . 
, (

 
 3. Let FTheorem  rF ), be uniformly

ne on  Lip itz continuous on  
 strongly 

monoto


 n  and sch
0,T  . 

Moreover, assume that > 0N
geoM  such that,  



n

1 2 , 0, nt t T    , x

       
1 2

1 2 ,N N
N
geoK

p x p t t    
K t

geo

t
x M

ectively, (resp RM

  

 such that  

    
1 2

geo 1 2 ,R RK t K t

Np x M t t   ) 

), denotes the jection 

p x

 p x , (

n  ont

where    NK t

nt x

   
 RK t

p x

o the set 

pro

of a poi  NK t , (    RK t ). 

Then f (7), (  Re t  of (8) re- 
spectively) chitz continuous 

, the o
, is on 

solution 
Lips

 e t  N

0,
d com f the

T
 
.  
geomFor the existence an putation o etrical 

constant geoM  see [7]. 
Now we want to formulate our problems in Lebesgue 

spaces. For the sake of simplicity we confine ourselves to  

the Hilbert space   : 0, , nX L T  .  

We shall work under the following set of assumptions: 

2

a)  ,iw e  is m n , weasurable, hile e 
   1, n

i t C    for almost every w 0,t T .  

b)    1 0,L T .  

 every 

,0iw t

c) For almost  0,t T ,  is  ,iw t  convex 
towith respect  ie .  

d)    , 1 n
iw t e c e  

Consider now for a

, e  .  

, ll i, the functionals defined on X:  

d     1, ,
T

i i n0
,J u w t u t t      u t    (10) 

We can prove the following theorem.  
Theorem 4. Assume that the parametric wel

tions 
fo

fare func- 
 ,iw t x  satisfiy the assumptions 

r all i. Then, the functional 
   , , ,a b c d  

iJ  is well defined in X for 
each i, and  iJ u  is concave with respect to the vari- 

able iu  and Gateaux differentiable in 
 

 2 0,L T , with 

respect to u eover, its Gateaux derivative is given 

 

 Mor
by: 

i .

    , d
T

i iD J u v w t u t v


    ,t t  
0 i i

iu

  2 0, .iv L T   

Proof. Notice first that iJ  is well define  due to 
assumption d). Indeed, for each , there exists 

d
ne

n  , x  , such that:  

     
   

, ,0 ,

,0 1 ,

i i e i

i

w t e w t w t e

w t c

  

  
 

e e

hence, u X   we get  

        , ,0 1i iw t u t w t c u t u t      

a. e.  0, ,t T  which implies that  

    1, 0iw u L T     , .  

The concavity of iJ  with respect to the variable 
immediat ption c). Now 

prove that 

iu  
we is an e consequence of assum

iJ  is G x differentiable in X,  
respect to , for every . To  

ateau  with 

i 1 1 1i i n 

simplify the notation we write  ,  i iu u u  , where 

u  , , , , ,u u u u 

 1 1 1, , , , ,i i i nu u u u u     . Hence, fix iu  and some 
direction v and for  0,1   consider the ini - 
cremental quo  

, 
tient: 

   

     
    

       

0

0

,

, , d

, , d

i i i i i

i i i i

i i i

T

i i i i i
i

t v t u t

w t u t u t t

w t u t h t v t u v t t














  

   


   

 

where 

,

1
,

T

J u v u J u

w t u




 

 

 0 1h t  , a.e.  0,t T . Now, we have that 
for a.e.  0,t T : 

         

   

0
, ,lim

,

i i i i i
i

i i
i

w t u t h t v t u t v t
e

w t u





 

t v t
e





  


  

Moreover due to the inequality:  

         

      1c u t v t u t v       1

, ,

0,

i i i i i
i

i i i i

w t u t ch t v t u t v t
e

t L T




  

   

 

we obtain  

       
0

0

,
, dlim

Ti i i i i
i i

i

J u v u J u
w t u t v t t

e








  
     
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by applying Lebesgue convergence theorem.  
In this framework, the Nash equilibrium problem is to 

find :  

d ,N

Nu X

   
0 0

, d , ,min
i

i i i i
u

w t u t t w t u u
       

T TN t  

where      2 0,  , with , 0i iu L T u t E t   i

Rosen Equilibrium problem is to find :  

,

w

 2 0, ,iE L T i    . 
Ru X

   
0 0

, d min ,
i

T TR N
i i

u
w t u t t w t u t

         , di iu

here 0,iu i  , and    i jj i
u t u t


  R E t . 

Once we have formulated Nash and Rosen equilibrium
problems in the Lebesgue space we are in position to 
write the corresponding two variational inequalities: 

 

 

Find N N
Leu K  such that  

fo

      
0

1

, d 0
nT N N

j j j
j

F t u t u t u t t


        (11) 

r all N
Leu K , where 

      
  

2 0, , : 0

a. ,

N n
Le i i ,

e. 0,

K u L T u t E t

T i

   




 

t

Find R R
Leu K  such that  

d 0   

fo

        
0

1

,
nT r N R

j j j
j

F t u t u t u t t


     (12) 

r all R
Leu K , w

5. Conclusion 

In this short note we showed how some environm
models recently proposed can be formulated via the

Moreover, we extended the
dmitting the possibility that both the

mplementation of Environmental 
f Operational Research, 

Vol. 168, No. 1, 2005, pp. 221-239.  
doi:10.1016/j.

here 

      
  

2
=1

0, , , ,

a.e. .

nR n
Le i ii

K u L T u E t u t

t i

   




 

0,

0, ,T

en at l 
 
 
 

variational inequality theory. 
previous models a
operator and the constraints sets depend on a parameter. 
The variational inequality approach permits the appli- 
cation of some recent geometric-analytic methods ([6,7]) 
to study the sensitivity of the solution with respect to 
perturbations of the parameter. At last, we introduced the 
Lebesgue-space formulation of the problems under study, 
which, in the last decade, has been very fruitful to study 
time-dependent and random equilibrium problems (see 
e.g. [9,11,16] for the approximate computation of statis- 
tical quantities related to the solution). In this respect, In- 

equalities (11) and (12) (and their generalization to pro- 
bability spaces) are the starting point for a systematic 
study of environmental problems which we are planning 
to carry out in the future. 
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