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Abstract. A diagonalisation algorithm of the least 
squares normal equation is proposed in this paper. The 
equivalent observation equations related to the 
diagonalised normal equations are also derived in detail. 
For the equivalent observation equations and their normal 
equations, the related equivalent ambiguity search criteria 
are outlined. Theoretical application of the proposed 
algorithm in ambiguity search is briefly summarised. 
Using this algorithm, the ambiguity search turns out to be 
a search in a diagonal space so that the search can be 
done very quickly. Numerical examples to illustrate the 
diagonalisation process of the normal equation and 
observation equation are also given.  
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1 Introduction 

It is well known that the ambiguity resolution is a key 
problem, which has to be solved in GPS static and 
kinematic precise positioning. Some well-derived 
ambiguity fixing and searching algorithms have been 
published during the last decades. A search process is 
usually needed in the most methods. Generally speaking, 
the search is an intensive computing and time consuming 
process. Therefore some optimal algorithms have been 
created to reduce the search area and to accelerate the 
search process (e.g. Euler and Landau, 1992; Han and 
Rizos, 1997; Teunissen, 1995). Using the well-known 
least squares ambiguity search criterion for searching in 
ambiguity domain, most modifications are directly based 
on the used criterion, e.g. via decomposition (fast 
method, e.g. Euler and Landau, 1992) or de-correlation 
(LAMBDA method, e.g. Teunissen, 1995). Alternatively,  
we will first try to work on equivalently diagonalised 
normal equations (and observation equations), and then 
use the related equivalent ambiguity search criteria for 

the equivalent problems. In this way the search process 
turns out to be a search in a diagonal space so that the 
time consuming on the search is negligible. This method 
is originally derived for the so-called general criterion 
(Xu, 2003) used in KSGSoft (Kinematic/Static GPS 
Software) (Xu et al., 1998); however, it may be directly 
used for the least squares ambiguity search criterion, too. 

2 A Diagonalisation Algorithm of Least Squares 
Normal Equation 

In least squares adjustment the unknowns can be divided 
into two groups and then solved in a block-wise manner. 
In practice, sometimes only one group of unknowns is of 
interest, the other group, called nuisance parameters, is 
better to be eliminated, for example because of the large 
size. The nuisance parameters can be eliminated block-
wisely to obtain an equivalently eliminated normal 
equation system of the interested unknowns. Using the 
elimination process twice for the two groups of 
unknowns respectively, the normal equation can be 
diagonalised. The algorithm can be outlined as follows.   

Linearized observation equation system can be 
represented by (Cui et al., 1982; Gotthardt, 1978; Zhou et 
al., 1997):  
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where L is the observational vector of dimension m, A1 
and A2 are coefficient matrices of dimension m×(n−r) and 
m×r, X1 and X2 are unknown vectors of dimension n-r and 
r, V is residual vector of dimension m, n and m are 
numbers of total unknowns and observations 
respectively, P is a symmetric and definite weight matrix 
of dimension m×m. For un-correlated observation vector 
L, P is a diagonal matrix. 

Least squares normal equation of (1) can be formed then 
by 
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the normal equation system (2) is written as 
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From the first equation of (4), one has 
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Set X1 into the second equation of (4), one gets an 
equivalently eliminated normal equation of X2 

222 BXM = ,      (5) 
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Similarly, from the second equation of (4), one has 
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Set X2 into the first equation of (4), one gets an 
equivalently eliminated normal equation of X1 

111 BXM = ,      (7) 

where   
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Combining (5) and (7), one has 
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where (e.g. Cui et al., 1982; Gotthardt, 1978) 
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It is obvious that (4) and (9) are two equivalent normal 
equations. The solutions of the both equations are 
identical. Furthermore, Eq. (9) is a diagonalised normal 
equation related to the X1 and X2. So we call the process 
of computing (6) and (8) to form (5) and (7) (i.e. (9)) a 
diagonalisation process of the normal equation (4).   

The diagonalisation process can be repeated r−1 times on 
the normal equation (5) (or the second equation of (9)), so 
that Equation (5) can be fully diagonalised and can be 
represented by 
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where '
2M  is a diagonal matrix, r is the dimension of X2, 

'
2B  is a vector. Then (9) turns out to have a form of 
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Of course one may also diagonalise the X1 related normal 
equation (7) if necessary. To be emphasized is that the 
normal equation system (12) is equivalent to the normal 
equation system (9) and (4). Through the diagonalisation 
process (12) is a diagonal equation system of X1 and X2. 
The sub-equation of X2 is a diagonal sub-equation. A 
fully diagonalisation of the normal equation is indeed 
nearly the same as a Gauss-Jordan algorithm to eliminate 
the non-diagonal elements of the normal matrix of the 
normal equation and to solve the equation. The property 
of (12) could be very useful for many adjustment 
applications. 

3 The Forming of Equivalent Observation Equations 

Using the notations of (3), (6) can be rewritten as 
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where E is an identity matrix. Denoting (cf. Wang et al., 
1988; Xu and Qian, 1986; Zhou, 1985) 
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i.e., matrices J and (E-J) are idempotent and (E-J)TP is 
symmetric, or 
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Using above derived properties, (13) can be rewritten as: 
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then the normal equation (5) can be rewritten as 
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Eq. (17) is the least squares normal equation of the 
following linear observation equation 

PXAJELU ,)( 222 −−= .               (18) 

where L and P are original observation vector and weight 
matrix of (1), U2 is a residual vector which has the same 
property as V in (1). Eq. (5) is the least squares normal 
equation of the equivalently eliminated observation 
equation (18).   

Similarly, let  

PAMAI T
2

1
222
−= ,                 (19) 

then Eq. (7) is the least squares normal equation of the 
following linear observation equation 

PXAIELU ,)( 111 −−= .                           (20) 

Again U1 is a residual vector which has the same property 
as V in (1). Denote 
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Eq. (18) and (20) can be written together as 
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Eq. (22) is derived from the normal equation (9), 
therefore, it is true inversely, i.e. (9) is the least squares 
normal equation of observation equation (22). Because 
the normal equations of (1) and (22) are (4) and (9), and 

(4) and (9) are equivalent, so (22) is an equivalent 
observation equation of (1). To be emphasised is that the 
equivalent observation equation (22) is a kind of diagonal 
equation of X1 and X2. This property is a direct derivation 
of the diagonal property of the normal equation (9). 

Similarly, we may repeat above process r−1 times to the 
observation equation of X2 (i.e. (18)) step by step and the 
related equivalent observation equation can be formed as 
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where '
2D  is a diagonal matrix, 'P  is a diagonal matrix 

of P, 'L  is a vector of L, '
2U  is a residual vector which 

has the same property as V in (1). Then (22) turns out to 
have a form of 
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(24) is equivalent to (22). Similarly, (12) is the normal 
equation of the observation equation (24).  

Numerical examples are given in the appendix to 
illustrate the diagonalisation process of the normal 
equation and observation equation. 

4 Equivalent Ambiguity Search Criteria  

Suppose GPS observation equation is (1) and its least 
squares normal equation is (4), where X2 = N (N is the 
ambiguity sub-vector) and X1 = Y (Y is the rest unknown 
sub-vector). The least squares ambiguity search (LSAS) 
criterion (e.g., Teunissen, 1995; Leick, 1995; Hofmann-
Wellenhof et al., 1997; Euler and Landau, 1992; Han and 
Rizos, 1997) is 

))(()()( 0220 NNQInvNNdN −−=δ ,                    (25) 

where N0 is the float solution of the ambiguity sub-vector, 
dN = N0 – N. The ambiguity search is a process to find 
out a vector N in the searching area so that the value of 
δ(dN) reaches the minimum. The general criterion is ( 
Xu, 2003) 

))(()()( 00 XXQInvXXdX T −−=δ ,                    (26) 

where X = (Y   N)T, X0 = (Y0   N0)T, dX = X0 – X, index 0 
denotes the float solution. The search in ambiguity 
domain is a process to find out a vector X (includes N in 
the searching area and Y computed) so that the value of 
δ(dX) reaches the minimum. The optimal property of this 
criterion is obvious (Xu, 2003). 

For the equivalent observation equation (22), the related 
least squares normal equation is (9). The related least 
squares ambiguity search (LSAS) criterion remains the 
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same as (25). The related general criterion is then (putting 
Q of (9) into (26) and taking (3) and (10) into account) 
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where index 1 is used to distinguish the criterion (27) 
from the (26).  

For the equivalent observation equation (24), the related 
least squares normal equation is (12). The related least 
squares ambiguity search (LSAS) criterion is then 
(putting Q22 of (12) into (25) and taking (3) into account) 
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The related general criterion is then (putting Q of (12) 
into (26) and taking (3) and (10) into account) 
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where index 2 is used to distinguish the criteria (28) and 
(29) from the (25) and (27). 

To be emphasised is that the observation equations (1), 
(22) and (24) are equivalent, and the related normal 
equations (4), (9) and (12) are also equivalent. Therefore, 
the LSAS criteria (25) and (28) are equivalent. The 
general criteria (26), (27) and (28) are equivalent too.  

It is obvious that the ambiguity search should be based on 
the equivalent observation equations and the related 
normal equations due to their diagonal properties.   
Because of the diagonal property of the matrix '

2M , the 
ambiguity search using criteria (29) or (28) turns out to 
be a search in a diagonal space and can be done very 
quickly.  

5 Summary 

The diagonalisation algorithm of the least squares normal 
equation proposed here may surely find interesting 
applications in the adjustments and data processing. The 
way of forming of the equivalent observation equation is 
also significant. Using the equivalent criteria based on the 
equivalent observation equations and the related 
equivalent normal equations, the ambiguity search can be 
made alternatively in a diagonal space. The 
diagonalisation process of the normal equation is nearly 
the same as the Gauss-Jordan algorithm to eliminate the 
non-diagonal elements of the normal matrix of the normal 

equation and to solve the normal equation. In other 
words, the diagonalisation process is almost the same as 
the process of solving the normal equation. Therefore the 
time consuming of the searching process is minimal and 
negligible. The numerical examples of the diagonalisation 
algorithm are given in the appendix. 
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Appendix:  

Numerical Examples of the Diagonalisation Algorithm 

As discussed, a normal equation can be diagonalised and 
the related observation equation can be formed. 
Numerical examples to illustrate the diagonalisation 
process of the normal equation and observation equation 
are given below. 

1). The Case of Two Variables 

For observation equation (where σ is set to 1 which does 
not affect all results) 
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the least squares normal equation is 
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The solution (X1 = −2, X2 = 2) of (a.3) is the same as that 
of (a.2). Furthermore, to form the equivalent observation 
equation, there are 
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thus (a.3) related observation equation is 
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                   (a.4) 

The normal equation of the observation (a.4) is exactly 
the (a.3). This numerical example shows that the normal 
equation and the related observation equation can be 
diagonalised. 

 2). The Case of Three Variables 

For observation equation (where σ is set to 1 which does 
not affect all results) 
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the least squares normal equation is 
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(a.6) is diagonalised as 
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The X2 and X3 related normal equation can be further 
diagonalised. Because of 
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(a.8) is further diagonalised as 
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The solution (X1 = 1, X2 = −1, X3 = 0) of (a.9) is the same 
as that of (a.6) and (a.8). Furthermore, to form the 
equivalent observation equation of (a.8), there are 
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thus (a.8) related observation equation is 
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The X2 and X3 related observation can be further 
diagonalised as follows. Because 
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thus (a.9) related observation equation is 
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                  (a.11) 

The normal equation (a.6) and its related observation 
equation (a.5) are fully diagonalised as (a.9) and (a.11), 
respectively. These numerical examples show that the 
normal equation and the related observation equation can 
be diagonalised as described. 

 

 

 


