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ABSTRACT 

In this work, we present a computational method for solving eigenvalue problems of fourth-order ordinary differential 
equations which based on the use of Chebychev method. The efficiency of the method is demonstrated by three nu-
merical examples. Comparison results with others will be presented. 
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1. Introduction 

We will apply the Chebyshev method for finding the 
eigenvalues of the following fourth-order non-singular 
Sturm-liouville problem: 

           4 ,u s x u x q x u x u x

a x b

    
 

     (1.1) 

where the functions ,  q x  s x ,  s x  are in  
 and the interval (a,b) is finite. we consider the 

above equation associated with one of the following pairs 
of homogenous boundry conditions: 

1 ,L a b

       
       
       
       

1. 0, 0.

2. 0, 0.

3. 0, 0.

4. 0, 0.

u a u a u b u b

u a u a u b u b

u a u a u b u b

u a u a u b u b

    

    

      

    

     (1.2) 

Numerically, Greenberg and Marletta [1] released a 
software package, named SLEUTH (Sturm-Liouville Ei- 
genvalues using Theta Matrices), dealing with the com-
putation of eigenvalues of fourth-order Sturm-Liouville 
problems, which is the only code available in the regard. 
This situation contrasts with the availability of many 
software packages dealing with the second-order case, 
like SLEIGN [2], SLEIGN 2 [3] and SLEGDGE [4]. 

There is a continued interest in the numerical solution 
of the fourth-order Sturm-Liouville problems with the 
aim to improve convergence rates and ease of imple-
mentation of different algorithms. Chanane [5,6] intro-
duced a novel series representation for the boundary/ 
characteristic function associated with fourth-order Sturm- 
Liouville problems using the concepts of Fliess series 
and iterated integrals. The fourth power of zeros of this 

characteristic function are the eignvalus of the problem. 
Few examples were provide and the results were in 
agreement with output of SLEUTH [1]. Chawla [7] pre-
sented fourth-order finite-difference method for comput-
ing eigenvalues of fourth-order two-point boundary value 
problems. Usmani and Sakai [8] applied finite difference 
of order 2 and 4 for computing eigenvalues of a fourth- 
order. Twizell and Matar [9] developed finite difference 
method for approximating the eigenvalues of fourth-or- 
der boundary value problems 

Recently, Attili and Lesnic [10] used the Adomian 
decomposition method (ADM) to solve fourth-order ei-
genvalue problems. Syam and Siyyam [11] developed a 
numerical technique for finding the eigenvalues of 
fourth-order non-singular Sturm-Liouville problems. 
More recently, Chanane [12] has enlarged the scope of 
the Extended Sampling Method [13] which was devised 
initially for second-order Sturm-Liouville problems to 
fourth-order ones. Abbasbandy and Shirzadi [14] applied 
the homotopy analysis method (HAM) to numerically 
approximate the eigenvalues of the second and fourth- 
order Sturm-Liouville problems. Shi and Cao [15] pre-
sented a computational method for solving eigenvalue 
problems of high-order ordinary differential equations 
which based on the use of Haar wavelets. Finally, Ycel, 
and Boubaker [16] applied differential quadrature method 
(DQM) and boubaker polynomial expansion scheme 
(BPES) for efficient computation of the eigenvalues of 
fourth-order Sturm-Liouville problems. 

The remaining structure of this article is organized as 
follows: a brief introduction to the Chebyshev polyno-
mial is presented in Section 2. Section 3 is devoted to the 
nmerical computation of the eigenvalues of (1.1)-(1.2). 
Section 4 is devoted to giving some new examples ex-
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hibiting the technique. The last section includes our con-
clusions. 

2. Some Properties of Chebyshev 
Polynomials 

In recent years, a lot of attention has been devoted to the 
study of the Chebychev method to investigate various 
scientific models. The efficiency of the method has been 
formally proved by many researchers [17-19]. For more 
details of the Chebychev method see [20,21] and the ref-
erences therein. The goal of this section is to recall nota-
tion and definitions of the Chebychev function, state 
some known results, and derive useful formulas that are 
important for this paper. 

The well known Chebyshev polynomials are defined 
on the interval [−1, 1] and are obtained by expanding the 
following formula [20] 

      cos arccos , 0,1, , 1,1nT x n x n x    





 

Also they have the following properties 
a: Three-term recurrence 

   
       

0 1

2
1 2

1, ,

2 0

2
n n n n

T x T x x

T x xT x xT x n T x

n
 

 

  



 

b: Second order differential equations 

       2 2

2
1 0n n n

x T x xT x n T x


     

c: Orthogonality 

   

 

1

1 2

1 2

1 2

d
0,

1

π
0d

2
1 π 0

m n

n

x
T x T x n m

x

nx
T x

x n





 


 

  






 

In this paper we use orthonormal Chebyshev polyno-
mials, noting property (c). In the present paper, we are 
concerned with the approximate solution of (1.1) by 
means of the Chebyshev polynomials in the form 

   
0

1
N

r r
r

u x a T x x


  1 

4.

         (2.1) 

where  denotes shifted Chebyshev polynomials of 
the first kind of degree r, are unknown Chebyshev coef-
ficients and N is chosen any positive integer such that 

. Let us assume that the function u(x) and its de-
rivatives have truncated Chebyshev series expansion of 
the form 

 rT x

2N 

       
0

, 1, 2,3,
N

k k
r r

r

u x a T x k


        (2.2) 

Then the solution expressed by (2.1) and its derivatives 

can be written in the matrix forms 

 U T x A  

where 

       0 1, , , NT x T x T x T x    , 

and 

0
1, , ,

2

T

N

a
A a a

    
  

and 
     k ku T x A  

or using the relation between the Chebyshev coefficient 
matrices A  and  kA  [21], 

 

   
2

2

k k k

k k k

A M A

U T x M



 A
 

Substituting Chebyshev collocation points defined by 

π
cos , 0,1, ,

2i

b a a b i
x i

b a N

                
 N   (2.3) 

and the matrices are defined as following: 

 
 

 

 

   
   

   

0 00

11 1

( )

( )
, ,

( )

k

k
k

k
NN N

u x u xT x

u xT x u x
T U U

u xT x u x

                              

 
 

1

2

3

1 3 5
0 0 0

2 2 2
0 0 2 0 4 0

0 0 0 3 0 5

0 0 0 0 0 0

0 0 0 0 0 0 0

m

m

mM

N

 
 
 
 
   
 
 
 
 
 






       



    (2.4) 

where 

1 2 3, 0,
2

N
m m m N    if N is odd, 

1 2 30, , 0m m N m    if N is even. 
The method can be developed for the problem defined 

in the domain [a, b] to obtain the solution in terms of 
shifted Chebyshev polynomials  in the form  *

r
T x

   * *

0

, ,
N

r r
r

u x a T x a x b


    

where 

 
1

* 2
cos cos

2r

a b
T x n x

b a

           

     (2.5) 

It is followed the previous procedure using the collo-
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cation points defined by 

π
cos , 0,1, ,

2i

b a a b i
x i

b a N

           
 N      (2.6) 

and the relation 

 * *4
, 0,1, 2, ,

k
k kA k

b a
    

M A  4.  

where 
*

* * *0
1, , ,

2

T

N

a
A a a

 
  
 

  

It is easily obtained , because of the properties 
of Chebyshev polynomials. 

*T T

3. The Description of Chebychev Scheme 

Consider fourth-order Sturm-Liouville problem of the 
form 

             4 ,u s x u x s x u q x u x u x

a x b

    

 
  (3.1) 

Let us seek the solution of (3.1) expressed in terms of 
Chebyshev polynomials as 

   * *

0

,
N

r r
r

u x a T x a x b


              (3.2) 

It is followed the previous procedure using the collo-
cation points defined by 

π
cos , 0,1, ,

2i

b a a b i
x i N

b a N

           
  

and the relation 

 
 

* *4
, 0,1,2, ,

k
k kA k

b a
    

M A  4      (3.3) 

where 
*

* * *0
1, , ,

2

T

N

a
A a a

 
  
 

  

Then we obtain the fundamental matrix equation for 
(3.1) as 

4 2
* 4 * * 2 *

* * * *

4 4

4
0

T M A ST M A
b a b a

s T MA QT A
b a

          
      

     (3.4) 

where 

 
 

 

0

1

0 0

0 0
.

0 0 N

s x

s x
S

s x

 
 
   
 
  




   


 

 
 

 

0

1

0 0

0 0
.

0 0 N

s x

s x
S

s x

 
     
 

  




   


 

 
 

 

0

1

0 0

0 0

0 0 N

q x

q x
Q

q x






 
    
 

  




   


 

This equation corresponds to a system of N + 1 linear 
algebraic equations with unknown Chebyshev coeffi-
cients * * *

0 1, , Na a a . Moreover, the matrix forms of the con-
ditions become 

Case (1) 

 

 

 

 

* *

* *

* *

* *

0

4
0

.
0

4
0

T a A

T a MA
b a

B Cs
T b A

T a MA
b a

 

      


    

 

Case (2) 

 

 

 

 

* *

2
* 2 *

* *

2
* 2 *

0

4
0

.
0

4
0

T a A

T a M A
b a

B Cs
T b A

T b M A
b a

 

      



     

 

Case (3) 

 

 

 

 

2
* 2 *

3
* 3 *

2
* 2 *

3
* 3 *

4
0

4
0

.
4

0

4
0

T a M A
b a

T a M A
b a

B Cs

T b M A
b a

T b M A
b a

    
      
     
    

 

Case (4) 

 

 

 

* *

* *

* *

2
* 2 *

0

4
0

.
0

4
( ) 0

T a A

T a MA
b a

B Cs
T b A

T b M A
b a

 

      



     
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Finally, to obtain the values of eigenvalues of Equation 
(1.1) under the conditions (1.2), four equations in linear 
algebraic system (3.4) are replaced with four equations in 
linear algebraic equations system. 

4. Examples and Comparisons 

In this section, we will present three of our numerical 
results of fourth-order Sturm-Liouville problems using 
th

using N = 22, for the first four eigenvalues of the prob-
lem with the results of Abbasbandy [14], Syam and Siy-
yam [11] and Attili and Lesnic [10]. It can be see from 
Table 2 that our results of Chebychev method are in ex-
cellent agreement with the results of [11,14]. 

Example 2: [10-12,14,16] Consider the eigenvalue 
problem 

       

(4) 2

4

0.02 0.04

      0.0001 0.02 , 0,5

u x u xu

x u x u x x

  

   
 e method outlined in the previous section. The per-

formance of the Chebychev method is measured by the 
relative error k  which is defined as and the boundary conditions (simply supported beam) are 

given by (Cheb  )y
k k

k
k




     
   
0 0

5 5

u u

u u

 0

0

 

 
 

where ( )cheby
k  indicates k-th algebraic eigenvalues ob-

tained by Chebychev method and k  are the exact ei-
genvalues. 

Example 1: [14,16] Consider the eigenvalue problem 

    4 ,        0u x x 

Table 3 lists the first four computed eigenvalues using 
N = 20. We also have the results of Attili and Lesnic [10], 
Chanane [12], Abbasbandy [14] and Syam and Siyyam 
[11] on the third, fourth, fifth and sixth column of Table 
3, respectively. As shown in the table, there is excellent 
agreement between the results of this work and the re-
sults of [10-12,14]. 

,1u  

and the boundary conditions are given y  b

   0 0u u 

   1 1 0u u 
 

The exac

0

t eigenvalues in the latter case can be obtained 
by

Example 3: [11] Consider the following fourth-order 
 

Table 1. Results of Example 1. 

 solving 
k k (Exact) k  Relative errors of [16] 

1 237.72106753 4.697E–12 7.59E–09 

2 2496.48743786 3.046E–12 4.45E–08 

3 10867.58221698 5.104E–12 1.71E–08 

4 31780.09645408 8.605E–09 2.36E–08 

tanh tan 0    

This analytical solution is commonly available in [16]. 
Exact eigenvalues, relative error are tabulated in Table 1 
for Chebychev method using N = 2  together with the 
relative error for Differential quadrature method [16]. 

 

2

Table 2 shows the comparison of our results obtained 
 

Table 2. Comparison of eigenvalues of Example 1. 

Results of [14] Results of [11] k ( )cheby

k  Results of [10] 

1 237.7210675311166 237.7210675311165 237.72106753 237.721067535244 

2 2496.487437856746 2496.487437848977 2496.48743785 2496.48743843001 

10867.58221697 10867.5822169968 

4 31780.09645408766 31475.48355038157 31780.09645427 31780.0965078473 

3 10867.58221703546 10867.59367145518 

 
Table 3. Comparison of eigenvalues of Example 2. 

Results sults of [12] of [14] k ( )cheby

k  of [10] Re Results Results of [11] 

1 0.2 0.2150508 5086437 5086  150508643697 643697 0.2150 0.2150 0.2150508643697

2 2.7 2.7548099 0993468 8  

13 13.215351 .2153515406 9518  

4 40.950820029821 40.950819759137 40.9508193487 40.94821490 40.950819759137 

548099346829 346829 2.7548 2.7548088 2.7548099346828

3 .215351540416 540558 13 13.2153 13.215351540558
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Table 4. Eigenvalues of E

 

xample 3. 

k ( )cheb

k  y Results of [11]

1 500.563901740 500.563901756 

2  

  

3803.53708058 3803.53708049

3 14617.6301777 14617.6301311

 
igenvalue problem 

and the boundary conditions are given 

e

   4 , 0 1u u x x    

by 

   0 0u u    0

   1 1u u    0

The first three eigenvalues are tabulated in Table 4
sing N = 22 together with the a

logous results of Syam [11]. 

In this paper, we developed a numerical technique for
finding the eigenvalues of fourth- rder non-sin
Sturm-Liouville problems. To verify the accuracy o
pr

 literature. Excellent agree-
d between the results of present work

eviously published works [10-12,14

 for 
na-chebychev method u

5. Conclusion 

 
o gular 

f the 
esented technique, we have considered three numerical 

examples. In the first two examples, we computed the 
first four eigenvalues and compared our results with 
other published works in the
ments are observe
and the results of pr

 
, 

16]. From these comparisons, we see that our results are 
very close from the results of Syam and Siyyam [11]. 
Therefore, we conclude that the Chebychev method pro-
duces accurate results for the eigenvalues of the fourth- 
order Sturm-Liouville problems considered in this work. 
We also suggest the Chebychev method for the numeri-
cal solution of the fourth-order problems. Indeed, it will 
be interesting to see how the method works for the 
sixth-order Sturm-Liouville problems. This will be con-
sidered in a future work. 
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