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ABSTRACT 

SVD and FFT are both the efficient tools for image analysis and face recognition. In this paper, we first study the role 
of SVD and FFT in both filed. Then the decomposition information from SVD and FFT are compared. Next, a new 
viewpoint that the singular value matrix contains the illumination information of the image is proposed and testified by 
the experiments based on the ORL face database finally. 
 
Keywords: Face Recognition; Feature Extraction; SVD; FFT 

1. Introduction 

As the most natural and important characteristic, face 
plays the central role in various forms of human biologi- 
cal characteristics. Since 1970s, Face recognition has 
been attracting overwhelming interests in the field of 
image engineering and computer vision. Until now, face 
recognition technology has gone through three stages of 
change: The first stage (1964-1990) is usually only as a 
general pattern recognition problem to study; In the sec- 
ond stage (1991-1997), face recognition technology gained 
rapid development, the proposed algorithm greatly im- 
proved the efficiency and accuracy; In the third stage 
(1998-now), face recognition technology gradually tend 
to mature, research focuses on solving the problems of 
poor robustness. The mainstream technology of face 
recognition basically is divided into three categories [1], 
the approach based on geometry feature [2], based on 
template matching method [3-5] and based model [6,7]. 

The general steps for face recognition are as follows. 
The first step is image acquisition and the source of face 
information can get form scanning a photo by scanner, 
shooting face by a digital camera and face database. The 
second step is face detection and location which means 
processing and analysis input image to determining whether 
there is one face. If there are people faces, we should find 
the location of the face in the image, and separate face 
from the background image. The third step is image  

pre-processing and the main role of image preprocess- 
ing is to remove or reduce the interference so that pro- 
vide high-quality image. The interference may be caused 
from the light, the imaging system and the external envi- 
ronment. The most commonly used methods contain geo- 
metric normalization and elimination of noise. The fourth 
step is feature extraction and selection and this module’s 
role is to extract feature from the image that is pre-proc- 
essed, then the original image data is mapped to feature 
space. Since the original image data is quite large, it is 
necessary to transform the original data to effectively 
achieve the classification and recognition. The fifth step 
is training and this process may also be known as the 
classifier design. The end of this process will generate 
the parameters can be used to identify. In this part, the 
basic approach is to determine a decision rule based on 
the sample training set, so that when we classify objects, 
error recognition rate or error is the smallest. The last 
step is identification. According to the parameters de- 
rived from training, the module is used to complete the 
work of human face discrimination, give the final recog- 
nition results. 

Although face recognition has been developed so 
many years and there are so many mature algorithms and 
technologies, but there are still difficulties in the proce- 
dures. Recognition of face images acquired in an outdoor 
environment with changes in illumination and or pose 
remains a largely unsolved problem. In other words, cur- 
rent systems are still far away from the capability of the 
human perception system [8]. How about decomposing 
image into two parts: illumination information and tex- 
ture and pose information? 
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the Fourier transform and SVD of the image in Section 2. 
We compare the action between two decompositions. 
FFT transform image to amplitude spectrum and phase 
spectrum, SVD decompose the image matrix into singu- 
lar matrix and singular vector matrixes. We propose that 
singular matrix contains the same illustration information 
just like amplitude spectrum does. We design three ex- 
periments and testified our proposal in Section 3. Section 
4 is the conclusion of our work. 

2. The Decomposition of the Image 

2.1. Fourier Transform of Image 

Some functions which meet certain conditions can be ex- 
pressed as a trigonometric function or their integral linear 
combination by Fourier transform. In different research 
areas, Fourier transform has many different variations, 
Such as the continuous Fourier transform and discrete 
Fourier transform. 

Here we give the definition: 
If f(t) has the following form 
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( )F   is called the Fourier transform of  f t ; 
 1 ( )F F   is called inverse Fourier transform of ( )F  . 

2.2. Spectrum Analysis 

After the discrete Fourier transform, we can obtain am- 
plitude spectrum and phase spectrum of the image. In the 
image detection, image feature detection and texture 
analysis is an important direction. Amplitude spectrum 
represents relation between the signal amplitude and fre- 
quency, phase spectrum represents relation between ini- 
tial phase of the signal and frequency. 

Two-dimensional Fourier transform: 
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Two-dimensional inverse Fourier transform: 
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After a Fourier decomposition of the image, the phase 

spectrum contains texture and Structure information about 
the image, the amplitude spectrum saves contrast illumi- 
nation information [9]. 

There are many main properties of the Fourier trans- 
form, for example, symmetry, linear, odd-even and actual 
situation, scale transformation, time-shift feature, fre- 
quency shift, differential properties, time-domain integral. 
Because of the good nature, Fourier transform have a 
wide range of applications in many fields, such as phys- 
ics, number theory, signal processing, probability, statis- 
tics, cryptography, acoustics, optics, etc. 

Fast Fourier transform is the fast algorithms of the dis- 
crete Fourier transform. FFT lies at the heart of signal 
and image processing fields, encompassing a versatile 
range of applications, such as telecommunications, medi- 
cal imaging, and spectral analysis. 

2.3. Singular Value Decomposition of the  
Image 

2.3.1. The Significance of Singular Value  
Decomposition Algorithm 

Effectiveness of all methods of face recognition depends 
on two aspects: feature representation and feature matching 
[10], feature representation is the pattern feature extrac- 
tion in pattern recognition. The priority of image recog- 
nition is extract effective image feature. In [2], image 
features had been divided into four categories: visual 
features, the demographic characteristics, characteristics 
of transform coefficients, algebraic features. The alge- 
braic features of the image reflect an intrinsic property of 
the image; it is stable in a certain range. Hong [11] pre- 
sented identification method based on singular value de- 
composition (SVD). The method provides a new alge- 
braic method for extracting image algebraic features. 
Effectiveness of this method has been verified in [11-13]. 

2.3.2. Singular Value Decomposition Theorem 
If ( 0m n

rR r A

( 1,2, , )i i r

, there exists orthogonal matrix U of m 
order and orthogonal matrix V of n order,  
  

1 2

 is non-zero singular value of the matrix 
A, and 0r     , 

T A U V            (*) 

1 2diag( , , , ,0, ,0),r       

(*) is called singular value decomposition of matrix A. 
SVD has the following important properties. In [14] 

these important properties were proved. Now we list these 
properties as follows: stability, transposition invariance, 
rotation invariance, proportion invariance, mirror trans- 
form invariance. 

Using singular value decomposition method to do pat- 
tern recognition is a commonly used face recognition 
methods. Du Gan [15] thought that the traditional ap- 
proach based on SVD only used global information of 
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the image, if we divided the face into different regions, 
the local information of the face can be used to better 
describe the facial features and improve the recognition 
rate. 

3. Research about Light Information of  
Picture 

3.1. Suppose 

Fast Fourier Transform (FFT) of the image can convert 
image information into the frequency domain space, we 
can obtain its amplitude spectrum and phase spectrum. 
After a Fourier decomposition of the image, the phase 
spectrum contains texture and structure information about 
the image, the amplitude spectrum saves contrast illumi- 
nation information of the image [9].  

When we do singular value decomposition of the im- 
age, firstly transform image into digital information, it is 
a gray value matrix in the computer, then the digital ma- 
trix is done singular value decomposition, we can get 
three digital matrixes U, S, V. We will set up a group of 
experiments to verify relation between S matrix and Am- 
plitude spectrum and phase spectrum matrix. 

We take the following 20 images that are shown in 
Figure 1 of ORL [16]. Face database as an example, 
respectively do FFT and SVD, we can obtain their phase 
spectrum matrix, amplitude spectrum matrix and S ma- 
trix. We have known that the phase spectrum and the 
amplitude spectrum contain information of image, which 
information could the S matrix carry? 

3.2. Experiment 

Experiment 1:  
Extract amplitude spectrum matrix Ai of each image, 

find the cosine iK  between the amplitude spectrum ma- 
trix and Si matrix, and then obtain the angle between them. 

We have obtained iK   by using mat- 
lab tool, Table 1 is the solution.  

( 1, 2, , 20)i  

Experiment 2: 
Suppose the cosine of each image between the phase 

spectrum matrix and S matrix S is is ( 1, 2, , 20)i   , we 
have obtained by using matlab tool, Table 2 is the solu- 
tion.  

Experiment 3: 
Reconstruct the phase spectrum and amplitude spec- 

trum of the Fourier transform image, and then do inverse 
Fourier transform, at last compare S matrix with it. We 
find the cosine between them, the result is  

 that are shown in Table 3. iT ( 1, 2, , 20)i  

3.3. Test Results Analysis 

Experiment 1:  
We can see that the cosine iK  is very close to 1, the angle 

 

Figure 1. 20 images from ORL face database. 
 

Table 1. Ki between amplitude spectrum and Si matrix. 

K1 K2 K3 K4 K5 

0.9297 0.9236 0.9208 0.8561 0.8536 

K6 K7 K8 K9 K10 

0.7924 0.8754 0.8336 0.9552 0.9198 

K11 K12 K13 K14 K15 

0.9380 0.8715 0.8572 0.7759 0.9271 

K16 K17 K18 K19 K20 

0.8715 0.9135 0.8519 0.8502 0.8049 

 
Table 2. Ki between phase spectrum and Si matrix. 

s1 s2 s3 s4 s5 

0 0 0 0 0 

s6 s7 s8 s9 s10 

0 0 0 0 0 

s11 s12 s13 s14 s15 

0 0 0 0 0 

s16 s17 s18 s19 s20 

0 0 0 0 0 

 
Table 3. Ki between reconstruct matrix and Si matrix. 

T1 T2 T3 T4 T5 

0.1456 0.1632 0.1273 0.1440 0.1337 

T6 T7 T8 T9 T10 

0.1284 0.1512 0.1352 0.1732 0.1943 

T11 T12 T13 T14 T15 

0.1284 0.1695 0.1739 0.1773 0.1607 

T16 T17 T18 T19 T20 

0.1617 0.1507 0.1384 0.1547 0.1579 
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