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Abstract

Ignoring the generality in the design of Wireleensor Networks (WSNs) applications limits their dis.
Furthermore, the possibilities of future extensand adaptation are also restricted. In this pap=reral
methods to enhance the generality in WSNs are imgolaWe have further evaluated the suitabilityhafse
methods in centralized and de-centralized managesaenarios.
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1. Introduction provides several important benefits such as cotifigtj
interchangeability, and simplicity. The compatityili
enables the users to take the advantage of differen
components in similar architectures. The intercbabdity
among components with different architectures is
enabled. The simplicity enables having a simple and

The field of wireless sensor networks (WSN) is
becoming a very popular area that starts havingyman
applications in different fields. In addition toetbbenefits

which one can get, this expansion also comes wihym il fint t' ith th ; .
difficulties. In this paper, we target one of themmely similar way of interacting wi € components arsihg

to provide standard and general paradigms in dgalin them. Ge_nerality solutions pr(_)vide ather a_d\_/antagmﬂn
with WSNs. Supporting platform- and hardware- irefejent as resolving the _heterog_e neity and providing opssine
applications for WSN is very important in orderdase AIth_O_th generality provides many advantages, dsad_
the use of the big diversity of WSN applications. additional overhead to the system. However, this
Moreover, in WSNs, finding generic management archi ovgr.head should not cause a significant loss of the
tectures that can be reused for managing diffesensor efficiency. L . o .

node platforms is a challenge being posed and, WSNs are apphcayons—spec_lflp, Wh'Ch.'S’ ob\{lously
emphasized by the WSN community for long time. The in contrary to_ generality. Here, it is very diffitto find
management architecture should be capable of rgnnin general solutlons d_ue to the following reasons. fidees _
over a broad range of WSN platforms and supporing " WSNSs have limited resources such as small physic

wide variety of WSN applications. The purpose dgth Sizé, small memory, weak computation, limited egerg
paper is to present generality solution which caviple budget, and narrow bandwidth. Moreover, there idewi

this feature. range of applications in which one can apply WSishs

WSN Management provides control and managemen@S environmental tracking applications, medical and
of the system components such as the network Iayer',ndUS'F”aI applications, home automation apphcmi;o
operating system parameters and application setiimg Surveillance systems, etc. Furthermore, there merse
real sensor nodes. Such tools that can providerigene hardware equipments used in designing sensor nodes.
remote interactions of the nodes are really missing For example, there are many sensor technologieshwhi

Initially, this generality issue should be viewedthe  can be built in sensor nodes such as: ECG, EMG,
context of the current traditional network manageme humidity, temperature, vibration sensors. This diitg
challenges, so that the learned lessons from gégesh  requires a specific design and specific settingsalfy,
the traditional networks should be exploited. Tanes over the last few years of WSNs evolvement, a large
we are going to discuss some similarities andrdisbns number of software solutions have been introduced
of generality between the traditional and wirelssesor ~ which have increased the software diversity andcéen
networks. have complicated further finding general solutions.

In traditional networks, the generality of the syst This paper is organized as follows. Section 2
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discusses the generality factor in WSNs and itscafig handled to classify the originator of each received
parameters. In Section 3, the proposed generalitynessage. This paradigm can be used mostly in
schemes are explained. Finally, we provide a briefsmall-scale WSNs applications.

comparison among the different generality schemels a Mapping between these two paradigms is possible,

then we conclude with our comments. whether the applications are based on Data-ceotric
Address-Centric components. This means that a igener
2. Discussion architecture component can be realized to resdiee t

heterogeneity between applications based on both
identification schemes. An example of this generic
identification scheme is supported by SP (Sensornet
eProtoc:ol) [2].

In WSNs’ applications, supporting the generality ¢z
achieved through many solutions. Furthermore, th
degree of the supported generality mainly dependh®
degree of similarity and the distinction among diiféerent
WSNSs' applications. Additionally, the generalityheenes
can be evaluated from many aspects such as thdeodtyp
mobility, openness and scalability.

2.2. Incompatible System Matrices

These abstractions represent those componentseof th
; . system, which can not be mapped to each otherthier o

!n the following, we havg specified the parameters words, they represent the components that can eot b
which influence the generality of the system and th ghareq with or reused in distinct WSNs applications
management components. These parameters can R&ample of this scheme is the use of contentiomdas

classified into two main categories: MAC protocols such as CSMS with the scheduling-tase
MAC protocols such as TDMA or FDMA. Although
2.1. Compatible System Matrices these two schemes fulfill the same objectives, they

based on entirely different characteristics. Figure
By these matrices of components, we mean commorfepresents the compatibility and incompatibilityveeen
components which can potentially be compatible with few of the system abstraction components.
large number of system or management architectares. Basically, the main objective of generality is todfa
example for a compatible system matrix is the way to overcome the incompatibility between the
identification of a sensor node or a group of nodes incompatible matrices. To achieve general managemen
current WSNs applications, there are mainly twosvafy ~ solutions for such heterogeneous matrices of W3s,
naming and identifying nodes. They are the follayin propose the two following schemes:

- Data-Centric paradigm: Here, the node is named by * Management based on the compatible system
one or more attributes. This paradigm is the mostabstraction matrices, in which vendors of a spetyfoe of
preferred in WSNs because data in WSNs is demandegensor nodes have to set already-agreed existing
based on certain attributes, not on the node igeitgelf. ~ Management matrices for instance, by followingegitm
It also supports efficient energy consumption asred existing standard or using compatible general abttms.
with the Address-Centric paradigm [1]. Furthermore, * Management based on additional system aatistr
Data-Centric naming provides to a group or to @lsin tions. For example, adding middleware that mandges
node an identification which is based on theirilattes heterogeneity among incompatible components. Amothe
such as geographical placement, events, sensoesyalu way is using formal languages to converge the
time-of-occurrence, etc. incompatibility of the syntax and the semantic agon

« Address-Centric paradigm: This paradigm is com- different components. This can be done using a
monly used in traditional networks to identify a derivation of ASN.1 which is used to provide eféiot
particular node depending on an initially assigned communication between heterogeneous applications in
address. Each node has a fixed address which can beaditional networks.

Application Layer iy Application Layer DR Application Layer
Presentation Layer ASN.J“ Presentation Layer ASN.J“ Presentation Layer ASN.]
Middelware <) Middelware ) Middelware
Epedimic ROUtING  [igmeereseme Link StateRouting <G Link State Routing
DC (Data-Centrig <) C (Address-Centrip (<) DC (Data-Centrig
MAC (CSMA) <4 MAC (CSMA) MAC (TDMA)

Node type 1 Node type 2 Node type 3
"'-':- ''''''''''''''' -‘ - When System layers are compatible

~ When System layers are incompatible

Figure 1. Nodes types heter ogeneity.
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3. Generality Paradigms etc.) and low rate WSNs (habitat monitoring, adtime
monitoring, etc.). For each of these main categorie
To achieve generic solutions for the heterogeneousommon middleware specifications can be given.
matrices of WSNs, we propose five schemes. These ar In order to provide a general solution by using
based on a survey of existing solutions and onrsese  middleware, the sensor node designer should adupt o
we have proposed. These solutions can also beraégly  of the middleware techniques, so that these pdaticu
with the management of WSNs to provide a genericsensor node types support the generality of allemod

management. using the same middleware.
The middleware approach can be applicable for both
3.1. Middleware centralized and de-centralized management solutions

centralized management, where nodes are globally

The middleware aims at providing transparent commonmanaged by one or multiple external entities sush a
level abstractions of one or different levels af thcal or  special strong central nodes or a cluster head, the
remote nodes. In other words, middleware technigues management framework on these strong nodes should
used to resolve two main challenges. The first isfollow the middleware specifications followed oneth
interfacing homogenous applications on differeatfptms,  individual nodes. This can easily be achieved, hese
and the second is interfacing two heterogeneouscentral nodes have unlimited resources as compared
applications running on homogenous platforms. In ordinary senor nodes. Therefore, they can accomtaoda
WSNs, Middleware can be used to reduce and addresmultiple middleware of diverse existing sensor r®de
the limitations of the application specificity. Hlso Hence, such strong nodes can provide support for
supports the commonness of the systems, deploymentjifferent heterogeneous sensor nodes at the saraelti
development and maintenance. Many middlewaredecentralized management, where nodes are locally
solutions for WSNs have been proposed. Sagtad, [3] establishing the management among each other, k&ndo
have covered in their classification large numbiethe should adopt the middleware which is used by other
WSN middleware proposals such as: Mate’ [4], TinyDB existing individual nodes, so that these differantles
[5], SINA [6], and many others. have a common interface. Here, a general managament

In Mate’, a middle abstraction layer is providedhisT  difficult to achieve due to nodes’ restrictionsgiiie 2
layer interprets the applications as byte code.eMaas  shows a representation of the system layers foh bot
24 one-byte-long instructions which can be injedted centralized and de-centralized management.
the network and then propagated to the nodes. 8nch
abstraction hides the original platform (hardwared a 3.2. Dynamic and Mobile Agents
operating system) to unify the interpretation of tklate’
instructions; hence, it provides the portability die Mobile agents, in this context, are small piecesade
applications, which are built using Mate’ instranotiset,  which can be exchanged between the nodes in ooder t
among different platforms that support Mate’ vifuachine. resolve the heterogeneity. These mobile agentsalsm

As it is not feasible to accomplish common middle- be added while the compilation time as the manageme
ware for all kinds of WSNs’ nodes, WSNs should be entities in [7]. Here, the sensor nodes manufactur
classified into subcategories. As a proposal, WSNsprovides an agent which comprises the node spaibifics.
applications can be divided into high rate WSNd\strial These specifications can be later used to enhance
application, medical applications, home surveilenc compatibility with the other nodes specifications.

Application Layer
A
Middleware Layer J

Common Interface F PARNIVA

Centralized Management

Central Basestation Sensor Node type 1 Sensor Node type 2

Figure 2. Representation of a middlewar e to have a general interface between nodes from multiple vendors.
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Figure 3. Representation of the mobile agent paradigm to enhance the generality of WSNs applications.

In Agilla [8], the users are able to inject the nt@b  of other nodes.
agents, which are special code segments, intoddes
These agents propagate into the nodes to perfoem th3.3. Semantic M ethods
application-specific tasks. This fluidity of thesgents

has the potential to convert the nodes in WSN mto . . ,
) This method is based on agreement of the functional
shared, general-purpose computing platform. Such

platforms are capable of running several autonomou{:ean'ngS of data fields and functionality of compais.
applications in parallel. ere, the exchanged messages among heterogeneous

In decentralized management, the sensor nodeg\pplication are semantically interpreted in _order t
initially announce their specifications by exchamgi Produce a general messaging structure. This general
their agents. Then, the received agents are caefigu MeSSages formf’;\t can be then used to provide gene_ral
with the management core in order to establishnegé ~ Management. Figure 4 represents an example oparsi
management compatible with other heterogeneoussnode Sémantically two different messages from heterogese
This method is very limited due to the restricted Platforms (TinyOS and Contiki), in order to have
resources on the sensor nodes. Also, agents sheuld COMMON message structure.
sent as binary code due to the complexity corrélaii¢h Due to the complexity of applying formal language
sending agents as sources. concepts to generate semantically common messages

In centralized management, this method is morefrom different messages, this method can be maiaty
efficient due to the unlimited resources availaisiecentral on base stations in centralized management. The
nodes as compared to the sensor nodes. As shdvigire complexity and the effectiveness of this methodetelp
3, the management core on the base station cachldie  on the degree of overlapping of the functionality aata
agents as dynamic libraries to resolve the spdgific structures among the heterogeneous WSNSs.

Latitude= 82.22 . _
Longitude=34.04 D Active Message= 2 D D Data
Message from a nodes using
TinyOS based on Data Centric.
D D \{3:204.399.308 D \ Port Number= 249 Data
Message from a nodes using Contiki
operating system based on Address Centric.\_ | il
U U ID U App-ID= 2494 | PayLoad

D Represents the discarded fields due to non-appithg with the other message format.
U Unifield field due to semantically missing capanding fields.

Figure 4. How to produce semantically a general packets used in management heter ogeneous WSNs.
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This method is followed in a tool called Message
Interface Generator (MIG) [9] in TinyOS applicatsorit
is specific for TinyOS applications. However, ibpides

ET AL

instead it sits between the network and data-lmjet
(because in sensor nodes data-processing normally
occurs at each hop, not just at the end pointsa®Pbe

generality among heterogeneous application usingused to identify an individual node, a set of nedesa

TinyOS. In this method, the user assigns semaaticers

to the messages’ fields according to well-known imgm
conventions. On a base station, compatible messages
be semantically generated from the different messag
format. Then, these generated messages can bebysed

communication structure such as a tree. SP provides
generality because it enables the users to useV&y
layer without having to care about the overlaying
network layers. Also, it enables users to use atwork
layer without having to care about the MAC

the management core on the base station by thepecifications.

management framework which can be based on JAVA, C

or any other programming language.
3.4. Standards

Standardization is a way to have compatibility,
interchangeability or commonality among multiple

In WSN, using standards is the most efficient
paradigm to obtain generality due to its simpli@td its
efficiency. Standards cause lesser overhead in both
centralized and decentralized management as cothpare
to the other techniques that provide generality.

3.5. COTS(Commercial Off The Shelf)

systems based on different technical and operdtiona

fields. Using standards is another way to have igdihe
among different systems using a particular standard
In traditional networks,
management standards (technical agreement) ddfiyed
different standardization organizations such
International Organization for Standardization ()SO
International  Telecommunication  Union  (ITU),
International Electromechanical Commission (IEC),
Internet Engineering Task Force (IETF), etc. Out of
these groups we find many standards that are pedpos

COTS paradigm means using the components, hardware
and software, available in the market in the desidge

there have been many of well-known legacy components based on existing

standards enhance the generality, while introducieny

ascomponents increases the specificity of the systeon.

instance, using the common AVR microcontrollers
would ease dealing with sensor nods rather than
designing new application-specific microcontrolldcs

WSNSs, since users have to design more specific
development tools and conventions in the latterecas

for networks management solutions. Simple Network This way is still one of the dominating ways in idesng

Management Protocol (SNMP) is defined by IETF.
Telecommunication Management Network (TMN),

general WSNs applications.

which uses Common Management Information Protocol4, Conclusions

(CMIP), is defined by ITU-T based on the managersent
specifications of OSI/ISO.

Normally, in all standards, one or more of the eyst
abstraction matrices are fixed. These fixed madritave
to be followed by all vendors or manufacturers. yrhe
should fulfill and cover all needed functionally at
specific level of the system. Example for that e t
SNMP. SNMP, which is proposed by IETF, has
specifications which should be fulfilled by all \dors
who are going to introduce a solution compatibléhvair
general to this protocol.

To sum up, generality is an important feature used
address the specificity of heterogeneous platforfiss.
WSNs are application-specific, solutions that supfte
generality provide a great help in management,
deployment and development. Many methods can be
applied to support the generality such as using
middleware, semantic interpretation, mobile agemtd
using agreed standards. The selection of one afethe
methods is based on the degree of application faggci

In the WSN field, there are standards that hava bee @1d On the management type whether it is centrhkize

adopted such as 1SO-18000-7 [10], 6lowpan [11],
WirelessHART [12], ZigBee [13] and Wibree [14]. All
these standards are not developed explicitly forN&/S
rather, they are mainly proposed for supportingegain
low power and low rate networks, which is one catgg
of current WSNs.

SP [2] (sensor net protocol) is, so far, the only
standard-alike that has been proposed specifidally
WSNs. SP is a significant step forward towards
generalization of wireless sensor networks. SPessmts
a unifying abstraction layer that bridges the ddfe
network and application protocols to the different
underlying data link and physical layers. SP is atathe
network layer, which is the IP layer in OSI model,

Copyright © 2009 SciRes.
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de-centralized.

Decentralized
Management

Centralized
Management

Not scalable, easy to Scalable, difficult to

Middleware use, resources-efficientise, resources-inefficient
Eggiﬂn;gile Not scalable, easy to Scalable, difficult to

A use, resources-efficientise, resources-inefficient

gent
Semantic Not scalable, easy to Scalable, difficult to
Methods use, resources-efficientise, resources-inefficient
Scalable, ease to use,

Standards Not scalable, easy to artially

use, resources-efficien esources-efficient
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suitable in large scale WSNs; however, decentmdlize

schemes perform well

in such scenarios,

In general, centralized management schemes are nd#]

as the

management is distributed over all the nodes. The
implementation and the use of different generabrat
schemes in centralized management are simplerithan
the decentralized management. Since the management
centralized schemes is performed at the centraksiod
having sufficient resources, the resources of thel®!

individual sensor nodes are less consumed. The tabl

below summarizes the comparison of the generadizati

methods in

both

management.
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