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ABSTRACT 

Traffic engineering and topology design considering multilayer configuration have become more important. While mul- 
tilayer design studies usually discuss the traffic engineering issue or reliability, this paper focuses on network construc- 
tion cost in studying multilayer topology design. The number of ports for the IP layer and the maximum number of 
Wavelength Division Multiplexers (WDM) for the optical layer are used as construction cost factors. Given a traffic 
matrix for the IP layer, 1) the number of ports is minimized to obtain a topology and a traffic matrix for the optical link, 
and 2) the maximum number of WDMs is minimized to configure the optical layer topology. It is shown that both the 
IP and Optical path layers have been given economic topologies. We present LP formulations of this scheme and the re- 
sults of a simulation of the full-mesh traffic of 5 nodes, which shows that both layers are successfully optimized. 
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1. Introduction 

The expectations placed on the IP optical network have 
grown with the increase in new network applications 
intended for broadband services, such as IP phones and 
stream broadcasting. It yields large-capacity and eco- 
nomic networks that offer IP technology for packet-by- 
packet routing and optical cross-connect technology for 
optical switching. Because this network essentially has a 
multilayer configuration, careful design of both layers is 
needed for topology establishment and traffic accommo- 
dation. While backup path reliability problems [1-3] and 
traffic engineering [4-6] for traffic smoothing have been 
actively studied recently in terms of both layers [7-9], it is 
seems that topologies are usually predetermined and fixed. 

This paper discusses the design of both topologies. It 
is intended to identify the most economic topology con- 
figuration that can also accommodate the traffic. This 
paper is organized as follows. Section 2 introduces the 
problem of multilayer topology design considered here. 
Section 3 provides formulations and the calculation pro- 
cedure to solve it. Sections 4 and 5 verify its effective- 
ness by a simulation that uses an example traffic matrix. 
Finally, we conclude this study in Section 6. 

2. WDM-Based IP-Optical Network 

2.1. Problem Definitions 

An IP-optical network is comprised of the IP layer (logi- 

cal layer) with its logical links and the optical path layer 
(optical layer) in which optical links are formed. Logical 
links between nodes in the logical layer are defined by 
the interfaces of the end nodes. An optical path in the 
optical layer realizes a logical link as a physical entity to 
provide its bandwidth. Each logical link uses an optical 
path in the optical layer. Our goal is to design economic 
topologies of the logical and optical layers when full 
mesh traffic demands between each node are given. 

The following conditions are assumed here: 
1) Logical layer: The number of interfaces determines 

the cost of the logical layer, so the total number of inter-
faces should be minimized. We assume that only one 
type of interface, such as 10 Gbps, is used. 

2) Optical layer: The number of WDMs determines the 
cost of the optical layer, so the maximum number of 
wavelengths should be minimized. Each node pair linked 
by one optical fiber or is not linked. A WDM is used 
when one fiber carries more than one optical paths. Here, 
transparency of optical path through wavelength continu- 
ity is not considered. In other words, cross-connects with 
OE/EO functionality are available. Optical paths have the 
same bandwidth regardless of wavelength. 

Figures 1 and 2 provide an example of routing of traf- 
fic and logical/optical links, respectively. Routing for 
two traffic demands (traffic 1, and traffic 2) in the IP 
layer is shown in Figure 1. In order to design a topology 
that can accommodate the traffic demands, it is assumed  
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Figure 1. Routing of traffic. 
 

 

virtual link (logical link/optical path

s1

s2

i
j

t2

k

)

t1

 

Figure 2. Optimized links for routing in Figure 1. 
 
here that flow splitting and merger can be conducted in a 
route such as traffic 1. Figure 2 shows an example solu- 
tion of the virtual links for Figure 1 where the number of 
ports is minimized. Virtual link means a logical link in 
the logical layer, or the optical path corresponding to the 
logical link. In this case, there are links from or to node k 
in Figure 1, but there is no virtual link that considers 
node k to be an outgoing or incoming node, i.e. having 
outgoing or incoming ports. 

2.2. Optimizing Objects and Design Procedure  

For the logical layer, the total number of ports for all 
nodes is used as the cost factor. It is assumed that the 
total cost depends on the number of ports while the in- 
stallation of nodes is essential in the logical layer. For the 
optical layer, the maximum number of WDMs is impor- 
tant for cost effectiveness. It is considered that the num- 
ber of wavelength paths is suitable even for the case in 
which the wavelength paths are implemented over exist- 
ing facilities. Even in this case, it is assumed that the 
maximum number of WDMs is used as the cost measure 
since WDM device cost increases with its scale. 

The design procedure in this paper has two steps: 
1) Logical links with the fewest (total) interfaces are 

determined from nodes of the logical layer, traffic be-
tween each pair of nodes, and the bandwidth of each in-
terface. The link capacity necessary between each pair of 
nodes is determined.  

2) The capacity obtained in the above step is used as 
the input traffic, and the topology that minimizes the 
maximum number of WDMs between each pair of nodes 
is determined.  

Figure 3 shows the above procedure. 

2.3. Formulation of Logical Layer Design 

Logical links with fewest interfaces are determined from 
nodes of the logical layer, traffic between each pair of 
nodes, and the bandwidth of one interface. We provide a 
LP (linear programming) formulation below. We con- 
sider logical network G(V, E) which consists of a set of 
nodes, V and a set of links, E.  

Parameters and variables: 
 (i, j): link from node i to j, (i, j)  E. 
 K: a set of traffic demands between a node pair. 
 dk: each traffic demand, k  K. 
 sk, tk: source node and target node of traffic k. 
 k

ijX  utilization ratio of link (i, j) for traffic demand dk, 
real number. 

 Yij: number of logical links between nodes i and j, 
integer. 

 w: capacity per logical link. 
The objective is the minimization of the total number  
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Figure 3. Calculation steps of proposed scheme. 
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The objective function is the minimization of the 
maximum number of WDMs. 

Objective function: 

maxmin P

 

                  (6) 

Equation (2) is the network flow conservation law [10] 
and Equation (3) is the condition derived from link ca- 
pacity. We do not describe the formulation that contains tk 
here because it is redundant [11]. The route of traffic dk is 
described by Xij

k. If Xij
k is a real number (≠{0,1}), split- 

ting and merging occur at node i and node j.  
The link between node i and node j is defined by Yij 

and accommodates the total amount of traffic dk·Xij
k in its 

section. Equation (3) means the relationship between 
traffic and capacity. The number of links needed between 
node i and node j is Yij. Yij should be an integer. Yij is 
used as the demand for traffic in the optical layer. 

2.4. Formulation of Optical Layer Design 

It is assumed that the optical layer does not include nodes 
that do not exist in the logical layer. In other words, it is 
assumed that all or a part of nodes in the logical layer can 
be used. Notation used in the logical layer is partly re- 
used for the sake of convenience. Notations are as fol- 
lows. Optical network G(V, EF) consists of a set of nodes, 
V, and a set of links, EF. 

Parameters and variables: 
 (i, j)  EF: optical link from node i to j. 
 K: a set of traffic demands between a node pair.  
 dk: traffic demand for each optical path, k  K.  
 sk,tk: source node and target node of path dk. 
 k

ijP : utilization ratio of optical link (i, j) for demand dk. 
 Pmax: the maximum number of WDM in each optical 

fiber.  
Here, traffic volume dk is assumed to be the same 

value as w. The number of traffic demands between 
nodes i and j is Yij and the total number of traffic de- 
mands, which is the number of elements in set K, is 
Σ(i,j)EYij. 

Constraint equations are as follows:  

3. Simulation 

3.1. Simulation Conditions: Traffic Matrix 

The cost239 topology [12] shown in Figure 4 is exam- 
ined as a topology, and a gravity model with uniform 
distances is examined as a traffic matrix. A gravity model 
means that the amount of traffic between cities is as-
sumed to be proportional to the population of the cities 
[13]. Because this is a problem of topology design, 
cost239 is used as reference only for node 11 and the 
traffic matrix. 

Logical layer design is formulated as an integer prob- 
lem. Therefore, the LP solution method may become 
infeasible if the layer is larger than a certain size. Table 
1 shows the result and calculation time taken when 
minimizing the total number of logical ports. As calcula- 
tion time increases, the number of ports is decreased, and 
minimization progresses. However, the LP tool, GLPK 
[14]1, cannot complete optimization. It additionally shows 
the result (the minimum total number of ports) yielded by 
real number relaxation. 

It is considered that this optimization can be conducted 
for large network sizes by using high performance 
solvers such as CPLEX [15]. However, the main purpose 
here is to verify formulation and calculation steps, so, it  
 

0

1 32

4 5
6

8 97

10

Copenhagen

London Amsterdam Berlin

Vienne

Prague
LuxembourgBruxelles

Paris

Zurich

Milan
 

Figure 4. Example network: cost239. 
 
Table 1. Calculation time and obtained number of ports for 
logical layer. 

Calculation time (minutes) 10 60 240 Bound2 

Total number of ports 155 154 150 126 

Subject to:  
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     (4) 1Calculation environment: Intel D 2.8 GHz (CPU). 

2This value is obtained using real number relaxation which treats all 
variables of the problem as real number. 

Copyright © 2012 SciRes.                                                                                   CN 



M. HASHIMOTO  ET  AL. 91

is assumed here that calculation is limited to the extent 
that a solution can be directly obtained by LP. As a result 
of conducting the calculation while gradually increasing 
the number of nodes, it is found that a solution for 5 
nodes or less can be obtained within a relatively short 
time. Therefore, the case of 5 nodes is examined. 

After 5 nodes are selected from the cost239 topology, 
we consider a network consisting of these 5 nodes. And, 
only a part of the traffic matrix for the cost239 topology 
is used. Table 2 shows the bidirectional full-mesh traffic 
matrix used. Designing the links between these nodes is 
the problem. Here, the unit is Gbps, and the capacity per 
link, w in Section 2.3, is 10 Gbps. 

3.2. Result for Logical Layer 

Table 3 shows the simulation results of Step 1. The total 
number of ports is 46. Considering that the total amount 
of traffic is approximately 423 Gbps,3 four more ports 
are needed compared to the real number relaxation result. 
It is found that although full-mesh traffic is given, no 
logical links are formed from node 2 to 0, from node 0 to 
3, from node 0 to 4, and from node 4 to 2. 

3.3. Result for Optical Layer 

Step 2, which minimizes the maximum number of WDM, 
is carried out. Table 4 shows the results. The table shows 
optical paths (implementing logical links) with the num- 
ber of optical paths in parentheses. For example, logical 
link from node 1 to node 2, which has three ports as 
shown in Table 3, consists of three optical paths from  
node 1 to node 2. The logical links from node 1 to node 3 
and from node 3 to node 1, consist of three different op- 
tical paths. One of the three paths from node 1 to node 3 
in the table, “1-0-3(4)”, indicates that there are four opti- 
cal paths from node 1 to node 3 via node 0. The optical 
path of 1-0-3 uses two optical fibers; fiber from node 1 to 
node 0 and that from node 1 to node 0. That is, “1- 
0-3(4)” also implies four wavelengths are necessary in 
the fiber. Thus, it is found that the maximum number of 
WDMs is 5. 

As described above, this procedure produces a topo- 
 

Table 2. Traffic matrix for 5 nodes network. 

Node 0 1 2 3 4 

0 - 14.3 2.3 7.2 2.0 

1 14.3 - 30.3 96.5 26.5 

2 2.3 30.3 - 15.1 4.2 

3 7.2 96.5 15.1 - 13.2 

4 2.0 26.5 4.2 13.2 - 

logy with the minimum number of ports for the logical 
layer (46 ports) and the minimized number of WDMs for 
the optical layer (5 wavelengths). Traffic through a link 
in the logical layer does not always coincide with traffic 
through the link in the optical layer. The obtained topol-
ogy is shown Figure 5. The detailed number of logical 
connections and the number of optical paths are as shown 
in Tables 3 and 4, respectively. 

4. Discussion: Comparison with  
Non-Layered Structure 

It is also possible to determine a topology without con- 
sideration of the multilayer configuration. Table 5 shows 
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Figure 5. Obtained logical topology for 5 nodes. 
 
Table 3. Logical layer topology: the number of ports of each 
node. 

Incoming node 
Outgoing node 

0 1 2 3 4 

0 - 2 1 0 0 

1 1 - 3 10 3 

2 0 3 - 2 1 

3 1 9 2 - 2 

4 1 3 0 2 - 

 
Table 4. Optical layer topology: optical path and the num- 
ber of wdm between each node. 

Incoming node Outgoing 
node 0 1 2 3 4 

0 - 0-1(2) 0-2(1) - 0 

1 1-0(1) - 1-2(3) 
1-3(5) 

1-0-3(4)
1-4-3(1)

1-4(3)

2 - 2-1(3) - 2-3(2) 2-4(1)

3 - 
3-1(5) 

3-0-1(3) 
3-4-1(1) 

3-2(2) - 3-4(2)

4 4-0(1) 4-1(3) - 4-3(2) - 3This value is a summation of values in Table 2. 
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Table 5. Comparison with single layer configuration. 

Optimization Method 

 
Ports opt. WDM opt. 

Proposed 
scheme 

Number of ports 46 56 46 

Maximum number 
of WDM 

10 5 5 

 
this comparison. “Ports opt.” in the table means that the 
logical layer topology is also used as optical layer topo- 
logy. “WDM opt.” in the table means that optical paths 
appearing in Table 5 are also used as links in the logical 
layer. In “WDM opt.”, we assume OE/EO conversion in 
each optical path. So, a one hop optical path such as 1-0 
consists of one logical link 1-0, but optical path 1-0-3 
consists of two logical links: 1-0 and 0-3. 1-0-3(4) means 
that there are four logical links of 1-0 and 0-3. From the 
table, it is found that this procedure realizes the optimi- 
zation of each layer. However, the cost factor of the other 
layer is not optimized, unlike our scheme. 

5. Conclusion 

In this paper, we proposed a design method for realizing 
economic IP optical networks that accommodate the traf- 
fic given by the IP layer. This is a layer-wise design 
scheme having two steps. In step 1, the total number of 
ports for nodes is taken as the construction cost for the 
logical layer, and a configuration that minimizes this cost 
is realized. In step 2, the maximum number of WDMs 
per optical fiber is taken as the construction cost for the 
optical layer, and a configuration that minimizes it is 
realized. The traffic demand in the optical layer is deter- 
mined by the configuration is obtained in step 1. We 
presented LP formulations of this scheme and success- 
fully conducted simulations of full-mesh traffic with 5 
nodes. 
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