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Abstract

The exponential growths of the World Wide Web (WWAgers have made the deployment of proxy servers
popular on a network with limited resources. WWWeils perceive better response time, improved
performance and speed when response to requested pee served from the cache of a proxy server,
resulting in faster response times after the filatument fetch. This work proposes cyclic multicasta
scalable technique for improving proxy server pemance for next generation networks. The proposed
system uses a cyclic multicast engine for the dejiwf popular web pages from the proxy server egoh
increasingly large users under limited server ciypand network resources. The cyclic multicashteque
would be more efficient for the delivery of highlgquested web pages from the cache to large nuafber
receivers. We describe the operation of the cyeiidticast proxy server and characterized the gains
performance.
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1. Introduction remote transmission.
Proxy caching has become one of the vital companent

A proxy server is a server that sits between antlie N &ll web systems. Streaming media, in particttese
application, such as a web browser, and a reabseltv prestored can ha_\ve significant performance impreres
intercepts all requests to the real server to kéecan ~ TOM Proxy caching, due to their static nature amtent.
fulfill the requests by itself. Otherwise, it forves the ~ Hence proxy servers have found useful applications
request to the real server. Proxy servers havenpaim ~ Media streaming, video on demand and large scale
purposes on a network, firstly, to improve network multimedia applications [b].
performance through the delivery of previously msfu Over the last several years, the WWW has gained
objects from the cache and secondly to filter retjiee.  tremendous popularity; similarly, the number of WWW
preventing users from accessing some specific glts users on the Internet has grown exponentially. Ngkine
website. Proxy caching has been widely used toeachsystem administrator to continually battle with wayf
static (text/image) objects on the Internet so thatimproving response times due to large volumes efsis
subsequent requests to the same objects can bedservrequest. Different approaches have been usedie tuod
directly from the proxy server without contactinmptreal ~ problem of scalability; one of such approaches &ply
server. buy more powerful hardware to upgrade the servéris

In order to reduce client perceived access laterase IS not a cost effective or scalable solution as diproach
well as server/network loads, caching of frequentigd may fail with increasing WWW users. Another soluatie
data at proxies close to the client is an effediéetanique.  the improvement of the Hyper Text Transport Prokoco
This will enhance the availability of objects aretuce ~ (HTTP) to reduce the latency associated with HTTP
packet losses, as local transmission is more ielidian communication by removing overhead of creating & ne
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connection for each HTTP request [6]. Another sotuis UDP Multicast

replicating transparent servers’ at the most papula

websites [7], caching of hot pages [8] and multicas @

delivery [9] Popular - - -
The focus of this work is to investigate cyclic tizast Pages

architecture for the delivery of WWW pages to TeE

increasingly large numbers of user given limitedvee  Rrequests

capacity and network resources for next generatior Other:

networks. Access pattern to files follows a Zigeli Requestsin

distribution [10]. Access to website typically folls a Queve

skewed pattern, namely; small number of popularepag

(hot pages) accessed very frequently, a large nuwibe Figure 1. Cyclic multicast proxy server architecture.

warm pages accessed with moderate frequency andea |

number of cold pages accessed a few times oyraf®e  Figure 1 shows the basic design of a cyclic muticaoxy

explore the cyclic multicast for the transmissiépapular server. This server is capable of delivering welesa

(hot and warm) requested web pages and reliabtasi  ysing cyclic multicast and reliable unicast. Wheeguest

for other (cold) pages. With this option, web pages  for Transmission Control Protocol (TCP) connection

delivered to multiple requesting clients using ag&  arrives from a client for a page, the requestsqameied

server response based on the network support fot @0 yntjl the server can process them. When the reggest

TCP
Connect

Delivery
Decision

Reliable Unicas

multipoint communication. about to be processed, the server establishes a TCP
The cyclic multicast option is expected to be more connection and the client request is transmitted.
efficient for the delivery of highly requested wphges A delivery decision is made based on the populafity

(hot and warm pages) to large number of users. With e requested page. There are two possible offtortise
option, the web page is broken into chunks, cyBlica yejivery of a page, cyclic multicast or reliabléaast. The
transm!tte.d and clients can Ilste_n at any poitinie in thg most popular (hot) pages and moderately populamgyva
transmission, and continue to listen until all leé data is pages are served using cyclic multicast engineevather
received. . . . unpopular (cold) pages are served using the toenditi
The rest of the paper is organized as followsebtion TCP unicast connections. The decision for the pages
2 we review related work and in section 3 we disadhe . i i ) tis based on the docthi
architecture of a cyclic multicast proxy ;erversfn:tion 4 f:tglifutﬂgigxfelrc 'rphue I(Sacsliésmuzlit?ceas??) ereat'm(;m Ves
we present the operation of the cyclic multicasixgr ber of ) yclic ¢ h pk'
server and in section 5 the analysis of cyclic moadt. In a NUMBET Of Processes ranging from chunking opue,
joining a multicast group to receive all the chunks

section 6 we present the simulation of the server ia _ . )
section 7 we discuss the result of our performamedysis. ~ COTrectly in one or more cycles and finally leavitig

The paper concludes in section 8. multicast group after receiving all chunks corngctthis
architecture is further described in detail in thkowing
section.

2. Related Work

Large popular files can be delivered efficientlprfr a 4. The Cyclic Multicast Proxy Server

server to several clients concurrently using matticor Operation

broadcast. Some previous work has shown the use of

multicast to provide scalable services [3:18]. Some  The proposed cyclic multicast engine built in thexy
other applications of multicast for the delivery of server is an effective way to deliver most popudad
information, news to large audience and genera bdase  heavily requested pages. The cyclic multicast engsn
access were described in [14,16,17]. The use dicast  capable of delivering multiple pages simultaneousing
support within the Internet has been largely tiedhte  multiple multicast groups; however, in this work aely
delivery of videoconferencing, audio, video an@aining describe the use of this engine to deliver a sipgige to
of multimedia applications to large recipientsthis work,  several receivers. For the delivery of multiple gmg
we propose the User Datagram Protocol (UDP) bésttef  gimytaneously, the operation is replicated formgyeage
multicast for the delivery of popular pages to &rg jntended for delivery using cyclic multicast. Thgckic

numbers of receivers, with repetitive, cyclic trafsion 1 ticast delivery scheme may be summarized in the
of the requested page to ensure reliability. Toistin is following steps similar to [18].

expected to be scalable and more efficient whed e 1o hage including embedded files is divided into a
the delivery of the same content to large numbdrs o number of chunks

requesters or receivers. « A multicast address is used to transmit all chunks
) ) ) . page sequentially from the server to the group of
3. TheBadcDedgn of aCydicMultices Praxy Server receivers. A cycle is the transmission of all cinka page.
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« A receiver joins an appropriate multicast group and B(0.3) bO.N)
remains a member until all chunks are received
correctly. If a receiver misses a chunk, the reaeiv
must remain in the group until the missed chunk is
re-transmitted and received correctly in subsequen
cycle.

« The server (cyclic multicast engine) continues the
cyclic transmission if there is at least one reeein the
group waiting to receive the page. The server stops
transmission when all members of the group have Figure 3. Markov chain for receiving one chunk.
finished receiving the page.

b(1,2) b(2,2) @3) bINAY)

received a particular chunk at the end of cyckaen the
probability of m+n receivers receiving the chunk at the

5. Analysisof a Cyclic Multicast Engine end of cycle+1 will be:
We use the following analysis to compare the peréorce b - N=m prx (1— p)(N-mn) (3)
of cyclic multicast with reliable unicast. We assuour (m.m+n)

web page is broken int6 equal-size chunks and those

transmissions out of the server are in packetsbfiih The Markov chain for all N receivers receiving one
unicast and cyclic multicast with each packet cioirig chunk is shown in figure 3. Equation 3 gives tlaasgition
one chunk. We assume thireceivers make requests for between states; the end state is reached when
same page at the same time. If the probabilitydipicket  all N receivers have received the chunk correctly.

(chunk) is received correctly i and losses are The transition probability matrix is given by:
independent of packet and receivers, for reliablieast,

U, the number of packets (chunks) that will be traitteich 1 by by by = ¢+ by
such that alN receivers get all chunks making up a page is 0 1 b, b, « « « by,
given by: {00 1 by e e e by
UC:N*C 1) B_O 0 0 © ¢ ¢ by
P . . . . . . . .
Similarly, for cyclic multicast, the server will ntinue 000 0>~ 1
to cycle through the chunks until &l receivers get all
chunks. Assume is the number of cycles requikéd, Let P(k,) be the probability thak receivers have
the packets (chunks) transmitted is given by: already received a particular chunk at the endyoled.
Then
Mc=Cra @) P = by * it -1) (4)

Since allN receivers make their request at the same
time, they will all be waiting to start receivingsi before
the transmission of the first cycle. We use a @éigctime
Markov chain to represent the behavior of the sysfehe
chunks represent a state and a pag&ltasinks. Figure 2
shows the Markov chain for one user receiving Kall
chunks correctly.

Similarly, a discrete time Markov chain may be used

The following initial conditions apply tB(k,1):

P(i,j)=1 for i=j, (i=0,1,2,3...K

P(i,0)=0 for (i=1,2,3...K

P(i,j)=0 fori=>2, j=i-1

If Prcvo(N,C.,) represent the probability that &l
receivers have received &@lchunks at the end of cydge
and we assume independence of loss then,

represent how a chunk is received byMlireceivers. Let P.o(N,C,t) =[P(N, D] (5)
the state of the system represent the number efvers RovoR '
that have received a particular chunkmlfeceivers have By computingPreve(N,C,) in Equation 5 we obtain the
minimum number of cyclesy for the delivery of allC
cos coK chunks to alN receivers with increasing valuestof

6. Simulation of the Cyclic Multicast Proxy
Server Architecture

In this section, we present the results of simatetifor the
cyclic multicast proxy server which supports cyclic
multicast and reliable unicast. Our objective ipttovide a
Figure 2. Markov chain for all chunks. comparison in performance based on throughputpresp
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tlme’ end_to_ end delay and ]Itters experlencedlmnts X ]O< Throughput of Unicast vs. CyC]lC Multicast (T =05 andFOZs)

using a cyclic multicast proxy server and how inpares — 5| r\-’“n — Unicast

with clients using a caching or unicast proxy serve E 450 P PO RV
For our simulation we used the ns-2 [19] network Z 4| i '\.| i

simulator. We assume a large number of clients mggki 2 55| i i 1

request which follow a Poisson process and eacreser ‘5| ¥ Y 1

will have N pages with all pages of same size. \A&ime =N : H |

that access pattern follows a Zipf distribution. Wée the £ 5l ; \‘ _

time to transmit all the chunks that make up a fégee 2 s i Fo E i

for one cycle) as our time unit. We also assumettiae E Ny 5

is no propagation delay in making a request and in § 051 : A ! _

receiving chunks from the server and that the dibt NEALihY N ‘ ‘ . ‘

popular pages are know. The reliable unicast seis/er 0 1 2 34 5 6 7
capable of transmitting streams out of the sensngu Simulation Time [sec]

selective reject Automatic Repeat Request (ARQ)
protocol, while the first request to the cyclic tedst

server for a page is used to start the cyclic wast Figure 5 shows the comparison of throughput for
engine. unicast and cyclic multicast servers. The throughpu
The experiment scenario is shown in figure 4. Fromachieved by the unicast server was about 10,000Mbps
Figure 4 the centre node O is the server surroutyed while the throughput of the cyclic multicast servéth a
client’s node 1 to node 8 receiving packets froendbrver.  joining timet=0.5 was about 20000Mpbs. Reducing the
Each client node (node 1 to node 8) has a linkamée joining time tot=0.2s allowed more clients to join the
1Mbps with a delay of 10ms and a drop tail buftethe multicast group, further increasing the througttpugbout
central server node 0. There is a TCP/FTP flow ftben  50,000Mbps.
server node 0 to all the eight clients’ nodes. Mptete This results shows a better performance by theyprox
page (all chunks making up the page) can be trateshin server when the number of receivers in a multigastip
one cycle to all clients receiving transmissionnfrthe increases.
server using cyclic multicast, but for unicast aleyis the Similarly, we studied the response time. Respange t
time to transmit all chunks to a single client. Weducted  is the time it takes to completely receive a pagéigure
the experiment for unicast i.e. each node receivingd We can see a better response time for the ayeliicast
transmission from the server one node at a timefand Server.

Figure5. Throughput comparison.

cyclic multicast which allows several nodes to reee
transmission from the server at the same time.ther
cyclic multicast, we also vary the time a clieninpthe

multicast group using joining time af=0.2s and t=0.5%

in our simulation.

The response time reduces as more clients join the

multicast group to receive a page. For the unidhst,
response time for all clients to completely receiymge is
8s. For the cyclic multicast with joining tinte 0.5s the
response time is 4.5s, while for cyclic multicasthw

joining timet=0.2s the response time is about 2.5s. Hence
the load on the server is zero for cyclic multiqgs0.2)
after 2.5s and cyclic multica@t0.5) after 4.5s since there
are no more receivers waiting to receive a page.

End-to-End delay is another performance parameter
considered. End-to-End delay is defined as the taken
for a packet to be transmitted across a network Bource
to destination. From Figure 6, the End-to-End delay
experienced by the unicast proxy server increagbsthe
simulation time, while the End-to-End delay for thelic
multicast reduces as the simulation time increases,
showing again that the cyclic multicast proxy sergat
performs the unicast server. Similarly, for cyctialticast,
the server load drops to zero after 4.5s sinceetheg no
more requests to serve by the proxy after theréastiver
2 exits the multicast group.

| @ Jitter is another performance parameter considered.

©) Jitter is an unwanted variation of signal charasties.
o Jitter may be defined as the variation in the detégyure 7
shows the comparison of Jitter for unicast and icycl
multicast. The cyclic multicast experienced lesters,
indicating lower variation in the delay of packets.

7. Performance of a Cyclic Multicast Proxy
Server

Throughput is one of the performance parameteiextu
in our simulation. Throughput is defined as the amof

data (bits) that can be sent in a unit time. Fer ghaph
below, our time interval length (TIL) is 0.1s.

%
@7@\7@

©

[ e

Figure 4. Cyclic multicast proxy server simulation scenario.
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End2End Delay for Unicast vs Cyclic Multicast (t =0.5s)

Unicast
------ Cyclic Multicast

End2End delay [sec]
(98]

1 2 3 4 5 6 7
Simulation Time [sec]

Figure 6. End-to-end delay comparison.

Jitter for Unicast vs Cyclic Multicast (t=0.5s)
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o
ton a2 ter 0t
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Figure 7. Jitter comparison.

We also plot the Cumulative Distribution Function
(CDF) for End-to-End delay and jitter for unicastda
cyclic multicast. Figure 8 shows the CDF for delay
unicast and cyclic multicast proxy server.

Fo(X)=P(X <X)

For unicast proxy server,

Pr(delay< 3) = 0.7

For cyclic multicast server,

Pr(delay< 0.1) = 0.7

This shows that the cyclic multicast proxy server
performs better than the unicast proxy server vapect
to end-to-end delay.

Figure 9 shows the CDF for jitter in unicast andlicy
multicast server.

Fy(X) =P(X <x)

For unicast proxy server,

Pr(jitter < 01) = 0.7

For cyclic multicast server,

Pr(jitter < 001) = 0.7

Again Figure 9 shows that the cyclic multicast grox
server performs better than the unicast proxy sesith
respect to jitter.

Copyright © 2008 SciRes.
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8. Conclusions

In this paper, we propose a proxy server basedhen t
cyclic multicast for next generation networks, asalable
delivery option for the delivery of web pages to
increasingly large number of users under limited/ese
capacity and network resources. Our proposed soluti
uses a cyclic multicast engine attached to theypsexver

to deliver a popular page using UDP multicast with
reliability achieved through repetitive, cyclic rtiohst
transmission of a requested page. This solutierpected

to be scalable and more efficient when used for the
delivery of the same content to large numbers cdirvers.
Our simulation results show the performance gains
achievable with this technique. Our result alsonghthat

the performance of a proxy server can be furthbarced

by integrating both delivery options in the proxywer for

the next generation networks. A practical impleragah

of the cyclic multicast proxy server with squid [2&Gnd
detailed analysis of the behavior of the cyclic tioakt
engine using a discrete time Markov chain will be
considered for future work.

Delay CDF for Unicast vs Cyclic Multicast (£0.5s)

1.1

o

09+
08

I

Unicast
Cyclic Multicast

5 2 25 3 35 4
End2End Delay [sec]

Figure 8. Delay CDF comparison.

End2End Delays Cumulative Distribution Function [CDF]

Jitter CDF for Unicast vs Cyclic Multicast (t =0.5s)
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Figure9. Jitter CDF comparison.

I. J. Communications, Network and System Scie2688, 4, 285-385



306

O. ABIONA ET

9. References

(1]

(2]

(3]

(4]

(5]

(6]

[7]

(8]

(9]

Copyright © 2008 SciRes.

Z. Miao and A. Ortega, “Scalable proxy caching mfeo
under storage constraints,” IEEE Journal on Sefecte
Areas in Communications, Vol. 20, pp. 131327,
September 2002.

Z.L. Zhang, Y. Wang, D. Du, and D. Su, “Video gitey:

a proxy-server-based approach to end-to-end video
delivery over Wide-Area Networks,” IEEE/ACM
Transactions on Networks, Vol. 8, No. 4, pp. 422,44
August 2000.

H. Fahmi, M. Latif, S. Sedigh-Ali, A. Ghafoor, Piu,and

L. Hsu, “Proxy servers for scalable interactive ead
support,” IEEE Computer, Vol. 43, No. 9, pp. 54-60,
September 2001.

L. Guo, S. Chen, S. Ren, X. Chen, and S. Jiang, “PROP:
scalable and reliable P2P assisted proxy streaming
system,” Proceedings IEEE International Conferente o
Distributed Computing Systems, Tokyo, Japan, March
2004.

J. Liu and J. Xu, “Proxy caching for media streagniver
the Internet,” IEEE Communications, pp-&8 August
2004.

V. N. Padmanabhan and J. C. Mogul, “Improving http
latency”, 2nd World Wide Web Conference '94, avdiab
http://www.ncsa.uiuc.edu/SDG/IT94/Proceedings, Beto
1994.

E. Katz, M. Butler, and R. McGrath, “A scalable http [18]
server: The ncsa prototype,” Computer Networks and
ISDN Systems, Vol. 27, pp. 15564, 1994.

H. Braun and K. Claffy, “Web traffic characterizatiokn
assessment of the impact of caching documents from
NCSA’'s web server,” Computer Networks and ISDN
Systems, Vol. 28, pp. 361, December 1995.

R. J. Clark and M. H. Ammar, “Providing scalable web

[10]

[11]

[12]

[13]

(14]

[15]

[16]

[17]

[19]

[20]

AL

services using multicast communication,” Computer
Networks and ISDN Systems, Vol. 29, No. 7, pp.-8888,
1997.

L. Breslau, P. Cao, L. Fan, G. Philips, and S. Shenke
“Web caching and zipf-like distributions: Evidenaad
implications,” Infocom’99, March 1999.

J. W. Wong and M. H. Ammar, “Analysis of broadcast
delivery in a videotext system,” IEEE Transactians
Computers , Vol. 34, pp. 86866, September 1985.

J. W. Wong and M. H. Ammar, “Response time
performance of videotext systems,” IEEE Journal on
Selected Areas in Communication, Vol. 4, pp. HI7¥80,
October 1986.

M. Ammar and J. Wong, “On the optimality of cyclic
transmission in teletext systems,” IEEE Transastion
Communications, Vol. 35, pp. 683, January 1987.

G. Herman, G. Gopal, K. Lee, and A. Weinrib, “The
datacycle architecture for very high throughpugtase
systems,” Proceedings ACM SIGMOD, 1987.

S. Acharya, M. Franklin, and S. Zdonik, “Dissemioat
based data delivery using broadcast disks,” IEEEd™al
Communications, Vol. 2, pp. 560, December 1995.

K. Lidl, “Drinking from the firehose: Multicast USSMET
news,” in USENIX Winter '94, USENIX Association
Press, pp. 33-45, January 1994.

D. K. Gifford, “Polychannel systems for mass dibita
communications,” Communications of the ACM, 33(2),
pp. 141-151, February 1990.

K. C. Almeroth, M. H. Ammar, and Z. Fei, “Scalable
delivery of web pages using cyclic best effort ricalst,”
Proceedings INFOCOM, pp. 1241221, 1998.
UCB/LBNL/VINT Network Simulator - ns (version 2),
1997, available:

http://www.isi.edu/nsnam/ns.

D. Wessels, “Squid internet object cache,” 1996jlable:
http://www.nlanr.net/squid.

I. J. Communications, Network and System Scie2688, 4, 285-385



