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Abstract: Based on decision tree combined strategy and multiple kernel learning support vector machines，a 
new fault diagnosis method is proposed to improve precision and speed of radar fault diagnosis. The 
multi-class classification problem is solved by decision tree combined strategy．And multiple kernel learning 
support vector machines are able to translate linearly constrained quadratic programming into quadratic ally 
constrained quadratic programming by mixed kernel space．Simulation results indicate that the diagnosis 
precision by multiple kernel learning support vector machines is better than the standard support vector 
machines with less number of support vectors. Moreover，the introduction of decision tree combined strategy 
guarantees the diagnosis speed improvement．The proposed method can solve the radar fault diagnosis 
problem accurately and rapidly. 
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1 Introduction 

It is epoch-making of fault diagnosis to check out system 

fault rapidly and make self-repaired system rebuild 

control law in order to avoid system breaking down and 

equipment loss for these systems of high safety. Fault 

diagnosis method based on model relies on mostly 

math’s model of system, so becomes unable for fault 

diagnosis of complicated non-linear system. Nerve 

network can approach fully free will complicated 

non-linear relation and be used widely in fault diagnosis 

area. However nerve network has its defaults, such as 

exiting local teeny point, beyond learning and relying on 

experience to structure selection. So its using effect is 

debased badly. 

Differently from general nerve network based on 

minimum theory of experience risk, support vector 

machines (SVM) established by Vapnik follows 

minimum theory of structure risk and integrate several 

technique ,such as most internal hyper plane, Mercer 

kernel, protruding quadratic programming, scarcity 

solution and relaxation variable ,so these can transform 

non-linear problem into linear problem and obtain 

optimum solution[1]. The use of SVM in fault diagnosis 

area is a popularization of multi-class classification 

arithmetic essentially, so its classification 

precision ,quantities of support vector and combined 

strategy of multi-class program effect directly two 

important factions of fault diagnosis :diagnosis precision 

and diagnosis rapidly. 

This paper adopts decision tree combined strategy 

that can diagnosis rapidly to realizing faults diagnosis 

based on SVM, although this method can insure 

diagnosis rapidly, it can not insure diagnosis precision of 

decision tree SVM to samples of distributing 

complicatedly. In recent years, multi-kernel learning 

develops rapidly, and may be resolve this problem. MKL 

can transform quadratic programming (QP) problem into 

semi-definite programming (SDP) problem or quadratic 

constraint quadratic programming (QCQP) problem of 

linear restriction of standard SVM, MKL can realize 

fault diagnosis in mixed kernel space, it can not only 

advance diagnosis precision ,but also reduce the quantity 

of support vector, and advance diagnosis speed. 

2 Multiple Kernel Learning Support V ector 
Machines 

2.1 Support Vector Machines 

Considering a two-value classify question, to the 

given sample: 

 11, yx ，  22 , yx ，…，       （1） nn yx ,
i

i Rx  ，   1,1 iy

Using a non-linear mapping , shining up the data 

into a multidimensional characteristic space, in this space, 

we can realize linear classify [2]:  

    bxxf new
T

new  sgn       （2） 

Where， ， , SVM is upper limit of nR Rb
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minishing model generalization error when minimizing 

sample error, this paper pay more attention to  

first-order norm soft interval restriction, so we can obtain 

following optimum problem: 
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   ii bxw  1,   oSubject  t   0i

Where constant C is relaxation variable. 

Considering dual problem of (3), we can obtain : 
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ii x , i is the solution of QP problem [3]: 
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Where  ji xxK ,  is the kernel function which is 

suitable to Mercer condition, (4) can be rewritten as: 

   


yKdiagydiage TT 2max    （5） 

0,0  oSubject  t  yC T  

Where K is kernel matrix, ，  Te 1,,1,1 
 T

nyyyy ,,, 21   ，diag(y) is diagonal matrix. 

2.2 Multiple  Kernel Le arning Support V ector 
Machines 

From reference [4] we know that classify capability 

of SVM is limited of (5) for kernel matrix trace (trace (K) 

=c, c is constant) of fixed track [4]. The less of value, the 

better of SVM classify capability. Corresponding the 

given kernel matrix in (5), we can think of following 

mixed kernel, j is weight coefficient. 
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we can obtain optimum problem: 
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Where, shows that  is 

semi-definite. 
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Through solving the Lagrangian duality problem of 

(7), we can transform (7) into following SDP problem: 
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SDP can be essentially thought of as generalized 

linear programming, which only transforms linear 

inequality restriction into linear matrix of ordinary linear 

programming. 

Inequality restriction. Although SDP problem of (8) 

can be solved by inner spot method, complication of 

arithmetic is far beyond QP problem of (5), so that this 

method is difficult to extend. 
Supposing weight coefficient 

 mjj ,,10   of (6), from character of kernel 

function we know is symmetry 

semi-definite matrix, which is effective kernel function. 

Standardizing kernel matrix 

j
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according to (9) [5]: 
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While transforming SDP problem of (8) into 

following QCQP problem 
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,
             （10） 
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We can solve QCQP problem through optimum 

software bag MOSEK based on inner spot method, 

because the arithmetic of QCQP and QP are all 

complicated and (10) realizes data classification in mixed 

kernel space obviously, multiple kernel learning SVM is 

better than standard SVM. When solving  (10), we can 

obtain not only  ， t  but also weight coefficient j
 

that can show kernel function importance through its 

duality solution. 

Where SVM classify machines of (2) is: 

   
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3 Multi-class Classification Support V ector 
Machines 

Fault diagnosis by support vector machines needs 
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designing multiple classification arithmetic, and 

multi-class classification arithmetic of support vector 

machines is an extend to dual-class classification 

problems. Currently multi-class classification arithmetic 

of support vector machines includes following two: 

firstly, we can unit inference solution of multi-class 

classification and obtain an optimization problem; 

secondly, we can decompose multi-class classification 

problem into several dual-class classification problem. 

Because the first method needs using large variables, it is 

difficult to realize and calculate and its classify precision 

is not high inequality. So in practice, we generally adopt 

the second method. According to the differences of 

combination strategy, the second method can be divided 

into following:  r1  ，  and  11  ，  , DAG and 

DT. 

 Support vector machines can be used in fault 

diagnosis. Its diagnosis speed is not only affected by 

combination strategy of multiple support vector 

machines, but also affected by the number of support 

vector. Obviously, classification strategy of DT is 

suitable for rapidness of radar fault diagnosis. On one 

hand, it needs the less number of support vector, on the 

other hand, its diagnosis strategy can realize diagnosis 

rapidly. Through multiple kernel learning support vector 

machines, we can realize linear classification in mixed 

kernel space, and this can not only advance classification 

precision, but also minish the number of support vector. 

So we can realize effectively radar fault diagnosis by 

using multiple kernel learning support vector machine 

and classification strategy base on decision tree. 

4 Simulation Result and Analysis 

Selecting eight radar parameter variables as 

condition property, including maximum operation range, 

antenna running range, azimuth searching range, ability 

to finding target ,tracking distance, angle speed of 

tracking, distance discrimination, azimuth discrimination. 

Selecting five sort of these as strategy property, including 

no fault, filament open circuit of traveling-wave tube,  

non-stabilization frequency synthesizer, azimuth 

electromotor marring, elevation electromotor marring. 

Data of training aggregation is 250,data of each sort is 

50;data of testing aggregation is 500,data of each sort is 

100. Because actual signal is non-linear, so when 

simulating, we add white noise whose average value is 

zero, and variance is fv  as observation noise to train 

SVM, f is average value of random attribute. Supposing 

normalization factor C of standard SVM and MKL SVM 

is 1000, kernel function of standard SVM is Gauss kernel; 

kernel parameter   can be obtained from girding 

searching method. Kernel function of MKL SVM is 

Gauss kernel too, and the data is two, kernel parameter 

can be expressed ， ,diagnosis result expressed in 

chart 1 
1 2

 

Table 1 Radar fault diagnosis result 
MKL SVM Standard SVM 

v
1 2 P/% SV#    P/% SV#

0 0.25 0.5 100 40 0.2 98.60 54 
0.02 0.25 0.5 98.80 48 0.15 95.20 72 
0.05 0.25 0.5 97.40 61 0.15 94.00 95 

 

From Table 1, we know that MKL SVM based on 

DT diagnosis strategy is obviously better than standard 

SVM with less number of support vectors, and its speed 

is faster than standard SVM too. So the proposed method 

can solve the radar fault diagnosis problem accurately 

and rapidly. 

5 Conclusions 

MKL SVM based on DT compositions strategy can 

solve the radar fault diagnosis problem accurately and 

rapidly. We can improve diagnosis speed if considering 

sparseness SVM; this will be studied for the future. 
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