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Abstract: There is a growing consensus on the Locator/Identifier separation scheme to address the scalability 
of the Internet. Its feasibility depends largely upon the performance of the Locator/Identifier mapping system. 
This paper presents a special study of the characteristics of the realistic campus network traffic and analyses 
its impacts on the the mapping scheme in Locator/Identifier separation networks. The basis of our study is a 
24-hour trace over 13,233 IPv4 addresses, accounting for about 1/3 of the total IPv4 address space of our 
campus. From the view of the campus network egress, we give out the statistical charateristics of the trace 
data, for example, the space distribution of the traffic, the average of coresspoding nodes for per local node, 
the distribution of the packet arrival intervals accoding to their source and destination addresses, respectively. 
All the analysis results are of great significance to the design and deployment of the the mapping scheme. 
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1 Introduction 

The current Internet is suffering serious challenges in the 
routing scalability, multi-homing, mobility and security 
[1][2]. Now, it is known that all the issues are mainly due 
to the semantics overload of the IP address, presenting 
for both the identifier (used by transport layer) and the 
locator (used by the routing system) of the host. There-
fore, there is a growing consensus that it is necessary to 
separate the locator role and the identifier role of IP ad-
dress in a future Internet [4]-[13]. 

Base on the consensus, both the Internet Engineering 
Task Force (IETF) and the Internet Routing Task Force 
(IRTF) propose a few novel and alternate network archi-
tectures to meet the above mentioned challenges. Mean-
while, some evaluations [3][16][17] have been done to 
evaluate the benefits brought by separating the identifier 
and the locator. As a common denominator, all of them 
consider Locator/Identifier separation as a basic compo-
nent of the future Internet architecture. 

In the prior work of our team, we also presented the 
new network architecture [13]-[15], in which we introduce 
four identifiers and three mapping processes among them 
to finish the communication between any two nodes 
through the new network.  

From all the above related work, we can abstract a 
generic network model that can describe the characteris-
tics of Identifier/Locator separation. Figure 1 shows the 
basic network model in Identifier/Locator separation 
networks. 

As Figure 1 shown, the whole network model consists 
of a lot of provider networks and their users, end hosts or 

customer networks. In the border of the provider network, 
the mapping router is responsible for the accessing of 
users and mapping between the host identifier and the 
locator. Through the mapping resolution system, the 
mapping routers distributed in all the provider networks 
finish the mapping processes, from identifier to locator 
when the packet enters into the provider network and 
from locator to identifier as the packet leaves the pro-
vider network. The mapping resolution system can be 
viewed as a logic network composed by the mapping 
routers themselves or the third agents. 

 

 
Figure 1. The basic network model in Identifier/Locator 

separation networks. 
 

In order to introduce less latency when process the 
packets across between the provider networks and the 
customer networks or the users, the mapping routers 
need to cache the mapping items for both the source and 
destination. Therefore, the mapping routers become the 
key devices, and their performances directly affect the 
network performances and the feels of the users. 

However, no matter which scheme, as referred to 
above, is adopted, the quantitative evaluation is needed. 
Therefore, some related work [16][17] has been done. But 
the principle of packet arrival and the average of corre-
sponding nodes for per node are not mentioned. They are 
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important to design the mapping scheme supporting host 
mobility and evaluate its feasibility. 

In this paper, on the purpose of evaluating the impacts 
of realistic traffic on the Identifier/Locator separation 
scheme, we base our research on a 24-hour traffic trace 
of our campus. We analyze the characteristics of the traf-
fic, and discuss some considerations of the mapping sys-
tem. 

The remaining parts of the paper are organized as fol-
lows. In Section 2, the traffic data set is introduced. Then, 
Section 3 gives the statistic characteristics of the local 
addresses. The statistic characteristic of the outside ad-
dresses is shown in Section 4. Some impacts of the real-
istic traffic on the Identifier/Locator separation networks 
are considered in Section 5. Section 6 concludes the pa-
per. 

2 Traffic Data Set 

Our data set is obtainted from the information center of 
our university. It manages and maintains all of network 
resoureces and could collect and trace all of the in/egress 
traffic data of the campus. Now, our campus totally has 
10 CIDR (Classless Inter-Domain Routing) address 
blocks (added up to 137C of IPv4 address space, 35072 
addresses). The campus network has two border egress 
routers connected to the Internet, one is 1 gigabits/s 
(Gbits/s) link towards China Telecom, and the other one 
is also 1 Gbits/s link connecting CERNET, shown as 
Figure 2. Through the NetFlow [18] measurement facility, 
we collect the campus in/egress traffic trace, composed 
of all the information about a flow. From Section 1, we 
can learn that the traffic trace collected from the campus 
border router is just fit for the evaluation of the mapping 
scheme deployed in the mapping routers. 
 

 

Figure 2. The sketch map of our campus network connecting to the 
Internet with two physical links. 

 
Because of the similarity of the data among days, we 

only present and analyze the data on Oct. 12, 2008. 
Meanwhile, since the ingress packets and the egress ones 
are mostly symmetrical, we mainly report results for the 
outgoing traffics. The 24-hour egress traffic traces totally 
contain 158,844,560 records, related to 13,233 local IPv4 
address and 2,129,337 outside ones. 

Figure 3 shows the numbers of the unique local and 
outside IPv4 addresses in the records on the minute basis 
individually. As shown in the figure, first, the number of 
the observed addresses over time traces out the principle 

of the Internet users, fewer addresses observed from 
midnight to early morning, rapidly increasing addresses 
in the morning, and then more addresses until people 
going to sleep again. Second, the number of the unique 
local addresses observed and the one of outside have the 
closely similar rate of change, except for the order. 

 

0 200 400 600 800 1000 1200 1400
0

1000

2000

3000

4000

N
um

be
r 

of
 u

ni
qu

e 
lo

ca
l a

dd
re

ss
es

 o
bs

er
ve

d

Number of minutes

 

 

0 200 400 600 800 1000 1200 1400
0

1

2

3

4
x 10

4

N
um

be
r 

of
 u

ni
qu

e 
ou

ts
id

e 
ad

dr
es

se
s 

ob
se

rv
ed

local

outside

 
Figure 3. Numbers of records of unique local and outside addresses 
over time. The x-axis uses 00:00:00, Oct. 12, 2008 as the origin. 

 

3 Characteristics of Local Addresses 

In this section, we study the behavior of the local IPv4 
addresses. We start from aggregated observations and 
then delve into finer granularities. 

1) Traffic Spatial Distribution 
To quantify the characteristics of the local ad-

dresses, we first give out the cumulative distribution 
function (CDF) of the packet number related to the 
local addresses, illustrated by Figure 4. From the pic-
ture, we can learn that most of the local addresses 
(about 70%~80%) send 103~2×104 packets individu-
ally in the 24 hours. The rate of the local addresses 
sending less than 103 or more than 2×104 packets is 
very low. 

Besides that, we further consider the relation be-
tween the percentage of the packets and the one of the 
local addresses. As is illustrated by Figure 5, it is 
clearly observed that about 20% local addresses send 
out more than 70% packets, very closed to the Pareto 
principle [19]. 
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Figure 4. The CDF of the packet number the local addresses send 
individually. The x-axis uses a log scale. 
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Figure 5. The relation between the percentage of the packets and 

the one of the local addresses. 
 

2) Packet Arrival Interval Distribution 
Packet arrival rate is an important parameter for the 

selection of the routers, since the routers look up the 
routing item and forward the packets according to the 
destination addresses encapsulated in the packet headers. 
In the Locator/Identifier separation schemes, the routers 
responsible for the Identifier/Locator mapping still work 
in the packet granularity. Therefore, we give out the 
probability distribution function (PDF) of the packet ar-
rival intervals for the local addresses by the Figure 6.  

From the figure, we can clearly find that the the PDF 
of the packet arrival intervals for the local addresses ap-
proximately obeys Zipf's law [20], a classic power law 
function, although it has a heavy tail. 
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Figure 6. The PDF of the packet arrival intervals for the local ad-

dresses. Both the x-axis and y-axis use the log scale. 
 

4 Characteristics of Outside Addresses 

In this section, we study the characteristics related to the 
outside addresses.  

1) Traffic Spatial Distribution 
While analyzing the local addresses statistically, we 

also do it as the outside ones. Figure 7 gives out the rela-
tion between the percentage of the packets and the one of 
outside addresses. As can be seen in the figure, only top 
1% of outside addresses take up more than 80% of pack-
ets. Whereas, more than 90% of the outside addresses 
only take up less than 10% of packets. 

Figure 8 shows the cumulative distribution function 
(CDF) of the packets number related to the outside ad-
dresses individually in the 24 hours. From the figure, we 
can see that most of the outside addresses (about 96%) 
appearance less than 102 times. 
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Figure 7. The relation between the percentage of the packets and 
the one of the outside addresses.  

 

10
0

10
1

10
2

10
3

10
4

10
5

10
6

10
7

10
8

0.4

0.5

0.6

0.7

0.8

0.9

1

Number of packets destined to an outside address
C

D
F

 
Figure 8. The CDF of the packet number related to the outside 

addresses. The x-axis uses a log scale. 
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Figure 9. The average of CNs over one local host 

 
2) The Average of outside addresses over one local 

address 
To evaluate the cost of host movement in the Identi-

fier/Locator separation scheme, we first should know 
how many corresponding nodes (CN) the current host is 
communicating to. Based on the local and outside ad-
dresses observed over the time, we can get the average of 
CNs for one local host just as shown in Figure 9. From 
the figure, we can easily learn that the average varies 
from 7 to 23, with a central value of about 10. 

3) Packet Arrival Interval Distribution 
Since the mapping routers in the Identifier/Locator 

separation networks impossibly have all the mapping 
items, they need to cache the most of the mapping items 
currently being used; otherwise it would have to spend 
more cost to query them. Thus, the study on the arrival 
interval distribution of packets related to the outside ad-
dresses is very valuable for the mapping systems. 
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Figure 10 shows the PDF of the packet arrival inter-
vals for the outside addresses. From the figure, we can 
see that the PDF of the packet arrival intervals for the 
outside addresses also approximately obeys the Zipf’s 
law [20], as is the one of the local addresses. 
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Figure 10. The PDF of the packet arrival intervals for the outside 

addresses. Both the x-axis and the y-axis use the log scale. 
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Figure 11. The PDF of packet addrival intervals about three classic 

addresses. Both the x-axis and the y-axis use the log scale. 
 
Next, we study whether the Zipf's law is suitable for 

the individual outside address. To answer this question, 
we select three classic addresses, corresponding to sina, 
google and fetion individually, and plot their PDF of 
packet arrival intervals in Figure 11. From the figure, we 
can learn that the PDF of the individual outside address 
still approximately obeys the Zipf’s law [20], although 
they have slightly different origins and slops. 

5 Discussions 

Based on the above analysis of the realistic traffic trace, 
we will consider the impacts of the realistic traffic on the 
design and deployment of the mapping scheme in Identi-
fier/Locator separation networks in the flowing aspects: 

1) Management Scale of per Mapping Router 
The management scale of one mapping router is a very 

practical metric on the deployment. It cannot be too 
small or too large. If too small, first it would bring the 
flexibility of management; second it would introduce 
more cost of mapping items update due to host mobility. 
Otherwise, the mapping router cannot bear the overload 
caused by much more users. 

The selection of the management scale of one map-
ping router can be determined according to its perform-
ance. Moreover, the performance of the mapping router 
exactly is closely related to the characteristics of the traf-
fic and the parameters setting by the mapping scheme. 

Therefore, the analysis results of the realistic traffic 
provide some important references for the design of the 
mapping scheme. For example, we can make a model to 
evaluate the feasibility of the mapping scheme according 
to the change priciple of users, the pcaket arrival rate, the 
average of CNs for one user, etc. Due to the space limi-
tation, the specific model will not be introduced in this 
paper. 

2) Cache Time of Mapping Items 
Given the number of users, the number of cache item 

in the mapping router depends largely on the cache time 
of mapping items. It also becomes the most important 
factor that affects the deployment of the mapping 
scheme. 

Relative to the items of outside addresses, the cache 
size for the local addresses is very small. Take our cam-
pus for an example, even the mapping router caches all 
the mapping items of the local users all the time, the total 
number of cache items only is up to 13,233. We will not 
give more descriptions about the local addresses in the 
paper. Conversely, the cache size for the outside ad-
dresses is very large. Figure 12 shows the number of 
cache items for the outside addresses when the cache 
time is 3 minutes, 30 minutes and 300 minutes, respec-
tively. 
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Figure 12. The number of cache items for the outside addresses 

over the time. 
 

From Figure 12, we can see that when the cache time 
is set to 3 minutes, the maximum cache items could be 
below 105 (actually 42,679). However, the number of 
cache items increases significantly when the cache 
time is set to be longer. When the cache time is 300 
minutes, the peak of cache items can reach to more 
than 7×105. This number means that the mapping 
router must assign a very large space of cache memory 
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and spend much processing time managing and main-
taining the cache items. Maybe, the cost would not be 
afforded for most of the current used routers according 
to their performances. 

However, the increasing number of the cache items 
means the low cache misses. If the item exists in the 
cache, then the mapping router can directly use it, with-
out sending a request to the mapping resolver for query-
ing the mapping item. Figure 13 shows the percentages 
of the misses per minute when the cache time is 3 min-
utes, 30 minutes and 300 minutes, respectively. From the 
figure, we can see that the percentage of cache misses is 
reduced with the increasing cache time, but the differ-
ence is slight, since both the three curves keep a steady 
value below 4%.  

Anyhow, the cache time is an important parameter for 
the deployment of the mapping scheme. We should bal-
ance the cost of maintaining the cache items and the one 
due to cache misses to get its optimal value. 
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Figure 13. The percentage of cache misses for the outside 

addresses per minute. 
 

3) Cost of Node Movement 
In the most of mapping schems, there are few discus-

sions about the cost when the node movement occurs. 
However, the node movement can bring a lot of prob-
lems, one host usually has more than one correspongding 
node after all illustrated by Figure 9, not as one in the 
traditional mobile telecom networks. 

Handover lantency is an important metrics to evalu-
ate the mobility scheme. Identifier/Locator separation 
brings an advantage that the connection established 
based on the identifiers between communicating parties 
can be keep alive. However, it is still a problem how to 
make the mapping routers serving for the CNs to sense 
the updated mapping items of the moble host immedi-
ately. 

In addition, the network overhead due to host move-
ment is another important metrics. An effective scheme 
should make the network overhead as little as possible. 

Studying the characteristics of the realistic traffic is 
helpful to design and optimize the mapping scheme to 
support the host mobility. 

4) Cache Privilege of Top Addresses 
In Section 4 and Section 5, we can see that most of the 

network traffic is made by very few addresses. If they 
were given the privilege of mapping cache, the most of 
the network traffic can be guaranteed. The specification 
description will be introduced in the future paper. 

6 Conclusions 

In this paper, we analyse a 24-hour traffic trace of our 
campus, and give out some statistic characteristics of the 
traffic. We have focused on the space distribution of 
network traffic, the CDF of the packet number related to 
one address, the PDF of packet arrival intervals accord-
ing to the local and outside addresses, respectively, and 
the average of CNs for one local host. Our study leads to 
some interesting observations, which provide important 
references for the design and the deployment of the 
mapping scheme in Identifier/Locator separaion net-
works. For instacnce, most of the network traffic is due 
to very few addresses; the PDF of packet arrival intervals 
approximately obeys Zipf's law no matter according to 
the whole address space or the single address; the aver-
age of CNs for one host is about 10, etc. 

In addition, we discuss some impacts of the realistic 
traffic characteristics on the design and the deployment 
the mapping scheme in Identifier/Locator separation 
networks. These considerations include the management 
scale of per mapping Router, the cache time of mapping 
items, the cost of node movement, the cache privilege of 
top addresses. However, it is not specific that how to use 
the analysis results to model and evaluate the mapping 
scheme, which is our future research work. 
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