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Abstract: In order to decrease the complexity of popular distributed time synchronization algorithms for 
subnet merge in ad hoc networks, a new method based on the number and ID of node in subnet was proposed. 
When two subnets with synchronization difference are close to each other, the method firstly judges the prior-
ity of subnets according to the number and ID of node in subnets, and then makes the lower priority subnet 
synchronize with the higher priority subnet by listening to the time information of the latter. Performance 
analysis show that the method is better than the popular methods in time overhead and loss of packet because 
it can ensure the less number of node in lower priority subnet than that in higher priority subnet. 
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1 Introduction 

Ad hoc networks are temporary networks for instant 
communication, which have wireless links and work 
without fixed infrastructure. Due to their decentralized, 
self-configuring and multi-hopping characteristics, ad 
hoc networks are suitable for application in these scenar-
ios, including disaster-and-emergency relief, battle field 
communication, and mobile conferencing and so on. 

In ad hoc networks, it is possible that connectivity 
between two or more sets of terminals loses for an ex-
tended period of time. We refer to distinct connected sets 
of network terminals as subnet. To illustrate, considering 
an ad hoc network with two subnets: A and B, as de-
picted in Fig.1. Although terminals in the same subnet 
are able to maintain consistent time synchronization, 
time difference between different subnets still exists. 

 

 
Figure 1. Network partition 

 
Subnets with different synchronization may then come 

into communications range if they move towards each 
other. When two terminals in subnets with different time 
synchronization come into communications range, the 
message from either terminal may cause collision events 
in consecutive slots at the other one. With more terminals 
in different subnets come into communications range, 
collisions will occur frequently, which makes the capa-
bility of communication degrade rapidly. 

As depicted in Fig.2, when subnet A and subnet B 
move towards each other and terminal 4 and terminal 5 
come into communication range, the packet transmitted 
by terminal 5 will be collided at terminal 4 and vice 
versa. 

 

 
Figure 2. Subnet merge 

 
This problem can be resolved by allowing one of the 

subnets to adopt the time synchronization of the other 
subnet. 

If all terminals have GPS capability, then the GPS 
time signal can provide synchronization with error less 
than 1us. This is sufficient for TDMA communications 
since the slot durations are typically on the order of 
0.1-1ms. However, reliance on GPS for synchronization 
assumes that all terminals are equipped with GPS receiv-
ers, they are in the location where the reception from 
multiple satellites is possible and the GPS system is op-
erating properly. So it is not suitable for ad hoc networks. 

Current clock synchronization methods, which require 
no external system, for ad hoc networks are divided into 
master-slave synchronization [1-4] and mutual synchroni-
zation [5-8] according to different synchronization princi-
ples. The master-slave approach is an open-loop hierar-
chical approach, in which all nodes align their time to a 
reference or master node. It has two main limitations. 
Firstly, the synchronization performance will be seri-
ously influenced if the master node leaves the networks 
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because of mobility or other reasons. Secondly, the syn-
chronization precision of nodes which are away from the 
master node will be influenced by accumulated errors, 
especially in large scale networks. Mutual synchroniza-
tion is a distributed method, in which all nodes try align-
ing their time to one another, without the need of refer-
ence or master node. It can overcome the deficiencies of 
master-slave approach and is more suitable for wireless 
ad hoc networks due to its decentralized and distributed 
nature. 

No matter master-slave synchronization methods or 
mutual synchronization methods, time synchronization 
can be achieved if and only if the network is connected. 
However, the network is unconnected for subnet 
merge, so the methods above-mentioned can not be 
directly applied to the time synchronization for subnet 
merge. [9] proposed a time synchronization algorithm 
for subnet merge, but it is based on multichannel and 
the nodes only can receive the synchronization mes-
sage in special channel. The asymmetric partition 
synchronization protocol (APSP) was proposed in [10]. 
This method can make one subnet acquire the syn-
chronization of another subnet in an orderly process by 
utilizing the existing transmission schedule. However, 
the method assume some form of co-channel interfer-
ence detection exists in the physical layer, and this can 
be passed on to higher control layer via special inter-
rupt, which is unable to realize for normal physical 
protocol. 

In this paper, a time synchronization method for sub-
net merge in TDMA-based ad hoc networks is proposed. 
This method not only can be used based on single chan-
nel, but also can eliminate the deficiency of APSP. So it 
is simple and applicable. 

2 Algorithm Realization 

The algorithm is divided into three steps: establishing 
subnet ID, judging subnet priority and synchronizing 
lower priority subnet with higher priority subnet. When 
two subnets get close to each other, the nodes which first 
receive the message from other subnet are referred to as 
the trigger nodes (for example node 4 and 5 in Figure 2). 
Trigger nodes determine the subnet priority according to 
subnet ID. 

For lower priority subnet, the trigger node is responsi-
ble for making other nodes in lower priority subnet 
switch to listening state and wait for a new synchroniza-
tion message from it. At the same time, the trigger node 
in lower priority subnet applies to join in the higher pri-
ority subnet by listening time information from the later. 
Then those nodes in lower priority subnet receive new 
synchronization message from the trigger node and up-
date their time and slot allocation. Thus the synchroniza-
tion for subnet merge is completed. 

2.1 Building Subnet ID 

Although the method of building subnet ID in APSP 
is convenient for judging subnet priority, it ignore the 
influence of the number of nodes in lower priority subnet 
on time overhead which is required for synchronization. 
When the number of nodes in lower priority subnet is 
larger than those in higher priority subnet, the time over-
head required for synchronization must be increased. In 
order to avoid this, a new method of building subnet ID 
is proposed. 

 
Table 1.The data needed to be recorded by nodes in subnet 

Variable Function 

SubNetId_1 Record the number of nodes in subnet 

SubNetId_2 Record the minimum ID of node in subnet 

SeqNo 
Record the latest serial number of the node with 
minimum ID 

TTL 
Ensure SubNetId_2 is used to record the latest 
minimum ID of node in subnet 

 
This method requires each node in subnet maintain 

and update the data structure as shown in Tab.1. When 
the network initializes, the SubNetId_1 records the num-
ber of each nodes’ 1-hop and 2-hop neighbors, which is 
known by using neighbor information exchange protocol 
in USAP, and the SubNetId_2 is the ID of node. When 
each node receives control message from others, the data 
will be updated as follows: 

SubNetId_1 = (local SubNetId_1 + received Sub-
NetId_1 – common nodes in both); 

SubNetId_2 = min (local SubNetId_2，received Sub-
NetId_2); 

Finally, by exchanging the information time after time, 
the SubNetId_1of each node in the subnet equals to the 
sum of the nodes in the subnet, the SubNetId_2 of each 
node in the subnet represents the minimum ID of the 
nodes. 

In the initialization process, the nodes in subnet can 
avoid the redundant information update by comparing the 
received and local SeqNo. When the node with the 
minimum ID faults or leaves the subnet, the series num-
ber mechanism avoids the expired information continue 
to transmission. And when TTL=0, the subnet ID needs 
to be re-established. 

2.2 Judging Subnet Priority 

In order to illustrate the influence of the number of nodes 
in lower priority subnet on time overhead for subnet 
merge, quantitative analysis is carried out. 

2.2.1 Time Overhead for Subnet Merge 
With no loss of generality, we assume that, as shown in 
Fig.3, there are N slots in a TDMA frame, and the length 
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of a slot is  . 
 

 
Figure 3. Fame structure of TDMA 

 
We also assume that each node in subnet can only use 

one slot to send data in a TDMA frame, and the position 
of the slot follows uniform distribution. So the probabil-
ity of a node sending data in one frame is: 

 1P N  

and the average waiting time of the data in a node is: 


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if subnet is h-hop, the average time overhead of synchro-
nization for subnet merge is: 


( 1)

( 1)
2

N
T h

 
    

So the time overhead increases with the hop of lower 
priority subnet. 

2.2.2 Judging Subnet Priority 
The method of judging subnet priority in this algorithm is 
depicted as follows: when two subnets close to each 
other, trigger nodes in different subnets compare their 
SubNetId_1 by message exchange, and the bigger Sub-
NetId_1 means the higher priority. If two SubNetId_1 are 
equal, the SubNetId_2 of trigger nodes are compared, 
and the smaller SubNetId_1 means the higher priority. 

The pseudo-code of judging subnet priority as follows: 
if (local SubNetId_1 > received SubNetId_1) 

local subnet is prior; 
else if (local SubNetId_1 < received SubNetId_1) 

neighbor subnet is prior; 
else if (local SubNetId_2 > received SubNetId_2) 

local subnet is prior; 
else  

neighbor subnet is prior; 
end 

2.3 Synchronization Between Different Subnets 

In order to achieve synchronization between different 
subnets, the trigger node in lower priority subnet must 
join in the higher priority subnet and synchronize with it, 
and then, this node sends time information of the higher 
priority subnet to other nodes in lower priority subnet. 

2.3.1 Trigger Node in Lower Priority Subnet Syn-
chronized with Those in Higher Priority Subnet 
Firstly, when trigger node find the neighbor subnet is 

prior, it need to make other nodes in lower priority sub-
net switch to listening state. This message in MAC layer 
transmits to the whole lower priority subnet through 
hop-by-hop. 

Then, the trigger node in lower priority subnet ac-
quires the slot allocation schedule of trigger node in 
higher priority subnet within 2-hop neighbors by listen-
ing the control messages of trigger node in higher prior-
ity subnet and applies to join in the higher priority subnet 
by transmitting special message in MAC layer to trigger 
node in higher priority subnet in an idle slot. 

Finally, after receiving the application from trigger 
node in lower priority subnet, trigger node in higher pri-
ority subnet will check whether the application conflict 
with the slot allocation schedule or not. If conflict-free, 
trigger node in higher priority subnet reply a confirmed 
message to trigger node in lower priority subnet. Other-
wise, trigger node in lower priority subnet need to apply 
again. 

2.3.2 Synchronizing Lower Priority Subnet with 
Higher Priority Subnet 
After joining the higher priority subnet, trigger node in 
lower priority subnet transmit “Subnet Synchronization 
Update” message in MAC layer to its 1-hop neighbors in 
lower priority subnet by using the idle slot it applied. The 
subnet ID in header of the data frame is still the lower 
priority subnet ID, which can avoid the node in higher 
priority subnet dealing with the message. 

Then one-hop neighbors of trigger node in lower pri-
ority subnet update their time and slot allocation sched-
ule. Subsequently, each node in neighbors also transmits 
“subnet synchronization update” message to its 1-hop 
neighbors. In this way, all nodes in lower priority subnet 
can synchronize with higher priority subnet step-by-step. 

3 Performance Analysis 

As shown in Figure 2, if we use the method in this paper, 
subnet A needs to synchronize with subnet B. On the 
contrary, subnet B needs to synchronize with subnet A if 
we use the APSP. So it is obviously that the time over-
head of the method in this paper is less than that of APSP. 
From the other point of view, both the algorithm in this 
paper and APSP require all nodes in lower priority sub-
net turn to listening state , which will result in loss of 
packet in lower priority subnet. The number of nodes in 
lower priority subnet by using the method in this paper is 
obviously less than using APSP and so as the loss of 
packet. Therefore the performance of this method is su-
perior to the APSP. 

4. Conclusion 

In this paper, a time synchronization method for subnet 
merge in TDMA-based ad hoc networks is proposed. 
This method can avoid the problem in APSP and im-
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prove the performance by considering the influence of 
the number of node in lower priority subnet on time 
overhead required for synchronization and loss of packet. 
The direction of future research is how to consider the 
number of node and the hop in lower priority subnet si-
multaneously when judging the priority of subnets. 
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