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ABSTRACT 

In this paper, the stabilization of neutral time-delay systems is investigated. An efficient numerical approach is pre- 
sented in an algorithm to establish results so that stability of such systems is achieved and stabilizing PID parameters 
are determined directly. It is based on determining the rightmost characteristic roots and Nyquist plot. The Newton- 
Raphson’s iterative method based on Lambert W function is used for the calculation of these stabilizing roots directly 
from the closed-loop characteristic equation of the neutral time-delay system and then stability is checked by Nyquist 
plot and step response of closed-loop system. Two numerical examples are included to illustrate the effectiveness of the 
proposed approach. 
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1. Introduction 

Time-delay or hereditary systems are also called systems 
with aftereffect or dead-time [1]. Time-delay is usually 
unavoidable in many mechanical and electrical systems. 
It often appears in control and real-world engineering 
systems. The presence of delays complicates the system 
analysis and the control design [2]. In some cases, the 
presence of a small delay may destabilize the system. 
Because of the destabilizing nature of the delayed states 
in a system, stability analysis of time-delay systems be- 
comes an important area of research (see [3-7] and ref- 
erences therein). 

As mentioned in [8], time-delay system of neutral type, 
where the poles lie in a band centered on the imaginary 
axis is the most delicate case, and the object of our pre-
sent study. 

In a neutral time-delay system, the time-derivative of 
the state depends on both the current and delayed stated 
and also the past derivative [9]. Stability of this type of 
system is playing an increasingly important role in con- 
trol engineering and has received considerable attention 
and also has been studied extensively in the literature 
(see [10-14] and references therein). 

PID stabilization of this type of system is the main 
consideration in this paper. PID (Proportional-Integral- 
Derivative) controller design was done by Ziegler and 
Nichols [15] for the first time and it is still very applica- 
ble and efficient solution to many real-world control 
problems with its relatively simple way of tuning. Ac- 

cording to a survey paper [16], more than 90% of con- 
trollers are of PID structure; even complicated control 
techniques also embed PID algorithms [17]. 

It is the most common control law for SISO systems in 
control engineering [18]. For this controller many design 
methodologies have been presented. For example, in [19], 
the proposed method is based on decomposing the nu- 
merator and denominator of the plant transfer function 
into their even and odd parts and then computing the sta- 
bilizing values of the parameters of the controller for a 
given time-delay system. In [20-22], a mathematical gen- 
eralization of the Hermite-Biehler theorem to find all 
stabilizing PID controllers for systems with time-delay 
has been used. 

In this paper, we present an efficient approach for de- 
termining the stabilizing PID controller for neutral time- 
delay systems. It’s worthy to note that Nyquist plot and 
step response of closed-loop system are also used to 
show the correctness of our proposed stabilizing method. 

The organization of this paper is as follows: In Section 
2, the main problem and the stabilizing algorithm are 
stated. Section 3 shows stabilization of linear neutral 
delayed systems. In two sub-sections we introduce right- 
most characteristic root or stability determining charac- 
teristic roots and Nyquist plot which are of great role in 
this paper. Section 4 shows illustrating of the approach 
by two examples. Both MAPLE and MATLAB, the two 
popular mathematical softwares, are used for the pro- 
gramming. Simulation results will show the advantages 
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of the approach. Finally, in Section 5, the main conclu- 
sions are summarized. 

2. Problem Statement 

PID is a combination of three controllers: proportional, 
integral and derivative controller. Thus, the PID control- 
ler can be understood as a controller that takes the pre- 
sent, the past, and the future of the error into considera- 
tion. The main transfer function for PID here in the s- 
domain is as follows: 

  2
1 .i

p d

k k
3K s k k s k k s

s s
            (1) 

which both equivalent forms are used in this paper. We 
consider the neutral time-delay systems with following 
general transfer function form in the s-domain: 

 
   

1

e s
G s

p s q s 


           (2) 

where 0   is time-delay and  are real polyno- 
mials. According to [8], the system is of neutral type if 
degrees of p and q are the same. 

,p q

PID stabilization of this type of system is the main 
consideration in this paper. The stabilization is based on 
an algorithm which is proposed as follows. 

Proposed Algorithm 

At first, it’s worthy to note that the algorithm is based on 
the known continues pole placement at [23] which is 
stated in following steps: 

1) Initialize PID controller parameters. 
2) Compute the rightmost characteristic roots for clos- 

ed-loop characteristic equation of the neutral-time delay 
system. 

3) Stop when the rightmost characteristic roots are in 
the left half plane and assure stability of neutral time- 
delay system. Then the values of PID controller parame- 
ters are chosen as stabilizing parameters. In the other 
case, go to the next step. 

4) Compute the inverse of sensitivity matrix  mS  of 
the rightmost characteristic roots with respect to the PID 
controller parameters.  

It’s worthy to note that  is similar to what defined 
at [20] and obtained by 

mS

3 3
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m i j i j
j

S s R s
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where i  represents the rightmost characteristic roots. 
5) Move the rightmost characteristic roots in the direc- 

tion of the left half plane by applying a small change to 
the PID controller parameters as: 

 1 2 3, , mk k k S                (4) 

where   is a small change chosen optionally and it’s 
better to be a matrix with small negative values because 
we want to shift the rightmost characteristic roots in the 
direction of the left half. It is considered here as 

.  0.1 0.1
T    0.1

6) Monitor the PID controller parameters. New PID 
controller parameters should be determined by adding 
initial values of PID controller to the values which have 
been obtained at step d. It becomes: 

  1 2 3 1 2 3, , , , K k k k k k k            (5) 

Now go to step b. 
It’s worthy to note that K  represents main stabilizing 

parameters of PID controller. 
With respect to (1), we can rewrite (4) as 
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Advantages of this approach are shown by two illus- 
trative examples in continuation. 

3. Stabilization of Linear Neutral Delayed 
Systems 

In this section, we consider the problem of designing the 
stabilizing PID controller for the system with the transfer 
function in (2). The main goal of design is to find the 
values of PID controller parameters such that the closed- 
loop characteristic equation of the system is stable. 

The stabilizing technique used in this paper is based on 
determining the rightmost characteristic roots and Nyquist 
plot. These two important basic principles are explained 
in brevity. 

3.1. The Rightmost Characteristic Roots 

Investigating the rightmost characteristic roots can be 
ensuring factor for stability analysis. Its importance can be 
seen more clearly when we know that a neutral time-delay 
system usually has an infinite number of roots, and it’s 
very difficult to find out all the roots. It is usually required 
to find out the rightmost characteristic roots numerically 
[24]. In this paper the well-known Newton-Raphson’s 
iterative method based on Lambert W function is used to 
determine the rightmost characteristic root.  

In this paper we just define the following principles 
from [24,25] which are used in determining the rightmost 
characteristic root.  

e , ,wz w w z C                (7) 

Copyright © 2012 SciRes.                                                                                  ICA 



H. F. MOGHADAM  ET  AL. 315

where w = W(z) is the Lambert W function. According to 
[24], the solution W(z) has as many as infinite branches 
denoted by Wi(z), i = 0, ±1, ±2, ···, W0(z) is the unique 
branch that is analytic at the origin  and called the 
principal branch and it is used in computation of rightmost 
characteristic roots in this paper. It can be presented as 
below 

0z 

    1

0
1 !

n

n

n

n
W z z

n






                (8) 

For fixed constants  it is defined that 0,a  b

     e ,

0, 1, 2,

a b
i iF a b W a b
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  (9) 

where    is the characteristic equation and  iF   is 
the ith branch of Lambert W function. Note that, rightmost 
characteristic root is obtained from which is 
based on the main branch defined in (8). Now using 
Newton-Raphson’s iteration method results in: [24] 

 0F   0
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      (10) 

The iteration is stopped at step i if 

1i i                  (11) 

for a given small ε. 
Therefore λi obtained from (10) is the rightmost char- 

acteristic root. To this end, initial guess (λ0) is chosen 
optionally and freely which is a complex number. In this 
paper initial guess and time-delay are λ0 = 0.2 + 3j and τ = 
1, respectively.  

It’s worthy to note that the imaginary parts of the 
rightmost characteristic roots are not considered in cal- 
culations. 

3.2. Nyquist Plot 

At first we define the following theorem. 
Theorem 1 [26]. A linear dynamic delay system is 

asymptotically stable if and only if the Nyquist diagram 
of 
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does not encircle the origin of the complex plane. 
Where Δ(λ) is the characteristic equation and n is the 

degree of it. 
Stability is guaranteed in this paper, if Nyquist plot of  
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does not encircle the origin of the complex plane for very 
small μ > 0 [14]. In this paper μ is considered as 0.001. 

The rightmost characteristic roots are tested by putting 
in this theorem. If the Nyquist plot does not encounter 
the origin, then we will claim that rightmost characteris- 
tic roots have been computed correctly and the stability is 
achieved. This approach is clarified in following illustra- 
tive examples. 

4. Numerical Illustrative Examples 

To illustrate the usefulness of the proposed method, we 
present the following examples. Example 1 shows the 
application of the approach on an unstable transfer func- 
tion with the second-order characteristic equation and 
Example 2 is a third-order time-delay system of neutral 
type. 

4.1. Example 1 

In this example we consider a following unstable transfer 
function neutral time-delay system 

 
  

1

1 1 e s
G s

s 


 
 

which has been considered in [8]. 
We will show that it can be stabilized (nominally) by a 

rational controller. The closed-loop characteristic equa-
tion can be rewritten as  

       2 21 1d p ik k k e               (14) 

In both examples, the initial value of PID controller 
parameters is chosen as:  

 0.2 0.5 0.1
T T

p i dk k k   K  

It can be tested that the system is unstable yet and initial 
value should not result in stability directly. 

By implicit differentiation, we have: 
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Now based on the step d of proposed algorithm, matrix 
of the PID controller parameters becomes: 

   , , 0.1121 0.4766 0.514
T

p i dk k k     
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which cannot stabilize the system yet. So the algorithm is 
repeated. Based on the (5) and (6), we have: 

1.9 0.015 0.614 .
TK            (18) 

Now rightmost characteristic roots are obtained as (im- 
aginary parts have been dismissed): λ1 = –0.006718, λ2 = 
–0.012223, λ3 = –0.012232. 

It’s great that all characteristic roots are in the left half 
plane and can stabilize the neutral system. Therefore 
values in (18) become the stabilizing PID parameters. 
Figure 1 which is plotted based on (13) shows that Ny-
quist plot is in the right half plane and does not encounter 
the origin. According to theorem 1 the neutral system is 
stable. So from iteration number 2 on, the rightmost 
characteristic roots and consequently the stabilizing pa- 
rameters, are obtained. The stabilization is also proved 
by the closed-loop step response which is shown in 
Figure 2. 

Moreover, as shown in Figure 3, the curve of the real 
parts of the rightmost characteristic roots with respect to 
the delay can be produced numerically by means of the 
proposed algorithm, which is asymptotically stable for 
wide range of time delays and it is shown in Figure 3 just 
for  0,5000  . 

4.2. Example 2 

In this example we consider another neutral time-delay 
system with following transfer function  
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Figure 1. Proof of stabilization of Example 1 by Nyquist 
plot. 
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Figure 2. Step response of closed-loop system at Example 1 
with PID parameters at (18). 
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Figure 3. The stabilizing rightmost characteristic roots for 
wide range of time delays.  
 
whose closed-loop characteristic equation of system can 
be given by 

     
 

3 21 0.2e 3 0.2e

2

d
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It can be tested that initial values have not been resulted 
in stability directly. By implicit differentiation, and the 
procedure like example 1, at iteration number 3 the 
rightmost characteristic roots and consequently the stabi- 
lizing parameters are obtained. These are obtained as 

1 2 30.2183, 0.3496, 0.3505         and  

 1.0904 0.8253 0.0701
TK , 

respectively. 
So procedure is stopped successfully. Nyquist plot in 

Figure 4 shows the stability of neutral system for the first 
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resultant characteristic root (λ1 = –0.2183). The result is 
similar for the others and is dismissed here for brevity. 

By continuing the algorithm, at the 5th iteration,  
and at the 8th iteration,  

 
1.611.59 0.01

TK
 2.2 2.37 0.0012K


T

have been obtained, respectively. Closed-loop step re- 
sponse is shown in Figure 5 for PID parameters at 
these different iterations. 

It is worthy to note that this approach does not always 
stop successfully in the second or third stage. Sometime it 
is needed to be repeated more to get the stabilizing 
rightmost characteristic roots and guaranteed stability. If 
the desired stabilizing rightmost characteristic roots have 
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Figure 4. The Nyquist plot of Example 2 which does not 
encircle the origin. 
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Figure 5. Step response of closed-loop system at Example 2 
with PID parameters at different iterations. 

not been obtained after iteration number 5, it is proposed 
to change the initial values of PID controller and start the 
algorithm from the beginning.  

5. Conclusion 

In the present paper, we presented an efficient and 
straightforward stabilizing PID controller design method 
for time-delay systems of neutral type which was free of 
mathematical complexities. Based on the proposed ap- 
proach, stability was guaranteed if all the characteristic 
roots of closed-loop system had negative real parts. For 
determining the rightmost characteristic roots, the meth- 
od was presented on the basis of Lambert W function and 
we managed to determine the stability directly. Delay 
value was chosen τ = 1 for simplicity but the algorithm 
could produce a plot of the real part of the rightmost root 
with respect to the delay as shown in the first illustrative 
example. Numerical examples with time delay were pre- 
sented for illustrating this approach. The results were 
satisfactory and stabilizing PID parameters were deter- 
mined. 
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