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ABSTRACT 

A production inventory model is formulated for a single item. Here, demand varies with the on-hand inventory level 
and production price. Shortages are allowed and fully backlogged. The time gap between the decision and actual com-
mencement of production is termed as “preparation time” and is assumed to be crisp/imprecise in nature. The set-up 
cost depends on preparation time. The fuzzy preparation time is reduced to a crisp interval preparation time using near-
est interval approximation and following the interval arithmetic, the reduced problem is converted to a multi-objective 
optimization problem. Mathematical analysis has been made for single objective crisp model (Model-I). Numerical il-
lustration have been made for both crisp (Model-I) and fuzzy (Model-II) models. Model-I is solved by generalized re-
duced gradient technique and multi-objective model (Model-II) by Global Criteria Method. Sensitivity analyses have 
been made for some parameters of Model-I. 
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1. Introduction 

After the development of EOQ model by Harris [1] in 
1915, a lot of researchers have extended the above model 
with different types of demands and replenishment. A de- 
tailed literature is available in the text book such as 
Hadley and Whitin [2], Tersine [3], Silver and Peterson 
[4], etc. In classical inventory models, demand is nor- 
mally assumed to be constant. But, now-a-days, with the 
invasion of the multi-nationals under the WTO agree- 
ment in the developing countries like India, Bangladesh, 
etc., there is a strong competition amongst the sellers to 
capture the market i.e. to allure the customers through 
different tactics. Common practices in this regard is to 
have attractive decorative gorgeous display of the items 
in the show room to create psychological pressure or to 
motivate the customers to buy more. Furthermore, de- 
mand of an item depends on unit production cost, i.e. it 
varies inversely with the unit production cost. This mar- 
keting policy is very useful for fashionable goods/fruits 
etc. There is some literature on the inventory models 
with stock-dependent demand. Several authors like Man- 
dal and Phaujdar [5], Urban [6], Bhunia and Maiti [7], 
and others studied the above-mentioned type of inventory 
models. 

Existence of Lead-time (the time gap between place- 
ment of order and the actual receipt of it) is a natural 
phenomenon in the field of business. So far, most of the 
researchers have dealt with either constant or stochastic 
lead-time. Elementary discussion on lead-time analysis 
are now-a-days available in the textbooks like Naddor [8], 
Magson [9], Foote, Kebriaci and Kumin [10] and others. 
In practice, it is difficult to predict the lead-time defi- 
nitely/pricelessly and sometimes, the past records are 
also not available to form a probability distribution for 
the lead-time. Hence, the only alternative available to 
DM is to define the lead-time parameter imprecisely by a 
fuzzy number. Generally, lead time is associated with 
EOQ model i.e. instantaneous procurement or purchase 
of the lot. But, in a production system,the scenario is 
different. Here the time gap between the decision pro- 
duction and the actual commencement of production ma- 
tters known as preparation time for the analysis of in- 
ventory control models. This preparation time means the 
time to collect the raw-materials, to arrange skilled/un- 
skilled labors, to get machine ready for production, etc., 
and hence influences the set-up cost of the system. For 
the first time, Mahapatra and Maiti [11,12] formulated 
and solved production inventory models for a deteri-  
orating/breakable item with imprecise preparation time. 

Though multiobjective decision making (MODM) prob- 
lems have been formulated and solved in many other  
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areas like air pollution, structural analysis (cf. Rao [13]), 
transportation (cf. Li and Lai [14]), etc., till now few 
papers on MODM have been published in the field of 
inventory control. Padmanabhan and Vrat [15] formu- 
lated an inventory problem of deteriorating items with 
two objectives—minimization of total average cost and 
wastage cost in crisp environment (It is an environment 
where all input data are assumed to be deterministic, pre- 
cisely defined and given.) and solved by non-linear goal 
programming method. Roy and Maiti [16] formulated an 
inventory problem of deteriorating items with two objec- 
tives, namely, maximizing total average profit and mini- 
mizing total waste cost in fuzzy environment. Mahapatra, 
Roy and Maiti [17], Mahapatra, Das, Bhunia and Maiti 
[18] formulated multi-objective multi-item inventory pro- 
blems under some constraints. 

In this paper, a production inventory control system 
for a single item is considered. Here demand is depen- 
dent on unit production cost and current stock level. 
Shortages are allowed and backlogged fully. Preparation 
time in production of the new consignment is allowed 
and crisp/fuzzy in nature. The setup cost is dependent on 
preparation time. The crisp problem for minimizing aver- 
age cost is solved by generalized reduced gradient me- 
thod. The problem minimizing average total cost with 
fuzzy preparation time is converted to a multi-objective 
minimization problem with the help of interval arithmetic 
and then it is solved by global criteria method to get 
pareto-optimal solution. Mathematical derivation and 
analysis also have been made for both single and multi- 
objective models. Further, the sensitivity analysis is in- 
cluded and two numerical illustration are provided. 

2. Interval Arithmetic 

Throughout this section lower and upper case letters 
denote real numbers and closed intervals respectively. 
The set of all positive real numbers is denoted by R . 
An order pair of brackets defines an interval  

   ,a R, :A a a a a   L R L R
 where a a La  and 

Ra  are respectively left and right limits of A . 
Definition 2.1: Let *  be a binary ope- 

ration on the set of positive real numbers. If 
 , ,  ., /

A  and  
are closed intervals then  
defines a binary operation on the set of closed intervals. 
In the case of division, it is assumed that 

B

 ,a A b B 

0 B

* =A B * :a b

 . The 
operations on intervals used in this paper may be ex- 
plicitly calculated from the above definition as 

 
 

,

,
L R

L R

a aA

B b b
,= = L R

R L

a a

b b

 
 
 
0 <

 

where 0 ,0 andL R L Rb bB a a    

    

2.1. Order Relations between Intervals  

Here, the order relations which represent the decision- 
maker’s preference between interval costs are defined for 
minimization problems. Let the uncertain costs for two 
alternatives be represented by intervals A and B re- 
spectively. It is assumed that the cost of each alternative 
is known only to lie to the corresponding interval. The 
order relation by the left and right limits of interval is 
defined in Definition-2.2. 

Definition 2.2: The order relation LR  between 
   


 
 

= =, ,

,                     for ,

, for < 0, is a,

L R L R L

L R

R L

A B a a b b a b

kka ka
kA

k kka ka

 

 


,

0       

real number

L R Ra b 

  

,L RA a a  and = ,L RB b b

if and

< if and

 is defined as  

A LR L L R RB a b a b

LR LR R RB A B a b

  
 A  

The order relation LR  represents the DM’s perfor- 
mance for the alternative with the lower minimum cost, 
that is, if A B A  is preferred to . LR , then B

   

=1 =1

=1

1 2

Minimize ( ) =

subject to

0, , , , ,= 1,2, , .

nk aij
i j

i j

k

i j j
i

2.2. Formulation of the Multi-Objective Problem 

A general non-linear objective function with some in- 
terval valued parameters is as follows:  

n

Z x C x

A x B

x x x xj n



 

 




    (1) 

x j

   = , , = ,i Li Ri i Li RiC c c A a a ,= .Lj Rjj b bB and where    
Now, we exhibit the formulation of the original pro- 

blem (1) as a multi-objective non-linear problem. Since 
the objective function  Z x  and the constraints contain 
some parameters represented by intervals, it is natural 
that the solution set of (1) should be defined by prefe- 
rence relations between intervals. 

Now from Equation (1) the right and left limits 
   ,R Lz z x  Cz and centre x x  of the interval objec- 

tive function  Z x  respectively may be elicited as  

 
=1 =1=1 =1

( ) , ( )

1
( ) ( ) ( )

2

n nk ka aij ij
R Li j L Li j

i ij j

C R L

z x c x z x c x

z x z x z x

 

 

  
 

Thus the problem (1) is transformed into  

 

   

=1

=1

1 2

Minimize ,

subject to

0, , , , ,= 1, 2, ,

R C

k

Li j Rj
i

k

Ri j Lj
i

n

z z

a x b

a x b
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
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


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Copyright © 2012 SciRes.                                                                                AJOR 



N. K. MAHAPATRA  ET  AL. 185

2.3. Basic Fuzzy Sets and Fuzzy Numbers 

Fuzzy set: A Fuzzy set A  in a universe of discourse 
X  is defi s the following set of pairs  

 )= :A
ned a

 , (x x
A x X  , where  : 0,A

X   is a 
he m ion of the fuzzy set 

1
mapping called t embership funct
A  and ( )

A
x   ership value or de- 
ership

is called the memb
 of gree of memb x X  in th Ae fuzzy set  . The 

larger ( )
A

x   is the  membership form  stronger grade of
in A . 

Fuzzy number: A fuzzy number is a fuzzy set in the 
universe of discourse X  that is both convex and normal. 

number 

 

Figure 1. Fuzzy number A  with α-cuts. 
 

Figure shows a fuzzy  1 A the uni f 
discourse 

 of verse o
X  that is both convex and normal. 

 -cut of a fuzzy number: The  -cut of a fuzzy 
number A  is defined as crisp set 

   : ( ) , where 0,1A
x x x XA       

A  is a non-empty bounded closed interval contained 
in X  and it can be denoted by  ( ), ( )L RA A A   . 

( )LA   and ( )RA   ar the lower and upper bounds of 
the closed interval respectively. 

Figure shows a fuzzy number 

e 

A  with  

Figure 2. Triangular fuzzy number. 
 

1  -cuts 
   

1 21 1 2 2,( ), ( ) ( ), ( )L R LAA A A      . It is seen 
that if 1

RA A

2   then  2L LA A  1  and   
   1 2R RA A  . 

Fuzzy numbers are re esented
bership

pr  by
 

 two type of mem- 

n apezoidal fuzzy num
ber, Piecewise Line

lic fuzzy number (PFN), 
Pa nu
and other non-linear fuzzy number. 

2.4. Triangular Fuzzy Number (TFN) 

   1 12 2

0 0

d ,

d d( ) ( ) ( ) ( )L L R R

A B

A B A B functions: 1) Linear membership functions e.g. 
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ar fuzzy number etc. 2) Non-linear 
membership functions e.g. Parabo

       

 

 

Given A  is a fuzzy number. We have to find a closed 
interval  dC

rabolic flat fuzzy number, Exponential fuzzy mber 

TFN is the fuzzy number with the membership function 
( )

A
x  , a continuous mapping :  ( ) : 0,1A

x R   

0 for <

1 for
( )

A

x a

b x
a x b

b ax
x b



 
    
   

1 for b x c   
 

igu uzzy number

0 for <
c b

c x

 
  

F re 2 shows a Triangularm f  A  of 
of discourse the universe X  that is both convex and 

normal. 

2.5. The Nearest Interval Approximatio  

Here we want to approximate a fuzzy number by crisp 

. Sup  

n

one pose A  and B  are two fuzzy numbers with 
 -cuts a re ( ), ( )A AL R   and  ( ), ( )B BL R   re- 

spectively. Then the distance between A  and B  is  

A  which is nearest to A  with respect to 
metric d . We can do it since each interval is also a
fuzzy num

 
 ber with constant  -cut for all 0,1  . 

ence H     ,d L RC C CA 
 . Now we have to minimize 

  
   1 12 2

0 0

d ,

d d( ) ( ) ( ) ( )

d

L L R R

A C A

A C A C       

 

ect o

 

with resp t  LC  and RC . In or er to minimize 


d
 d , dA C A  , it is sufficient to minimize the function  

     2=, d ,L R dD C C A C A  . The first partia - 

tives are

l deriva

 

  1

0

,
= 2 ( )d 2L R

L L
L

D C C
A C

C
 


 

   

 
and 

1,
)dL R

0
= 2 ( 2R R

R

D C C
A C

C
 

   




Solving 
   , ,

= 0 andL R

L R

D C C

C C



 

we get 
1*

0
= ( )dL LC A

= 0L RD C C
 

   and 
1*

0
= ( )dR RC A   .  

Again since 
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   

 
   



 

2 2* * * *

2 2

* *

2 2* * * * 2

2 2

, ,
= 2 > 0, =
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 

   
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= 4 > 0

H C C

 




1 if > 0p q   

w a

time.  
 C me.  

So  ,L RC C  i.e. D   , dd A C A   is global mini- 
. rval  

1 1

0 0
, ( )dL RA A

mum  Therefore the inte

  ( )ddC A     
    

is nearest interval approximation of  number 



fuzzy A  
with e  1 2 3,respect to m tric d . Let = ,A a a a  be a 
fuzzy num  The 


α-level interval of ber. A  is defined as 

   = (L ),A A ( )RA   
en 

.  
Wh A  is a TFN then  1 2 1) = a a a   

and  3 3 2( ) =R

(LA 
A a a a   . 

By nearest interval approxi thod lower and 
upper limits of the interval are respectively 

mation me
 

   

 

 

3 3 20 0
( )d ( )d

1

R RC A a a a

a a

1

0

1

1 2 12 1

( )d

1
( )d

L LC A

a a aa a

 

 
0

1 1

2 3

2
an

2

d

        

 

 



    




 

Therefore, interval numb onsidering er c A  as a TFN 
is    2 3 2a a  

3. Assumptions and Notations for the  
Proposed Model 

The following notations and assumptions are used in de- 
veloping the model. 

1) Production system involves only one non-deterio- 
ra

 Shortages are allowed a  fully backlogged.  

a um inventory (shortages) 

 con- 

p  =
D  = Ra

tion nd s

1 2 2,a a . 

ting item.  
2) nd
3) Time horizon is infinite.  
4)  q t  = inventory level at any time t . 
5)  m sQ Q  = the m xim

level in an cycle.  
6) L  = preparation time for the next produc- 

tion,which is a fuzzy number.  
7) 3C  = Set-up cost which is of the form  

C3 30 31 , 0 1,C C L      30C  and 31C  are two
ost. 



stants so chosen to best fit the set-up c
8)  production cost per unit item. 
9) te of demand which depends on produc- 

price a tock i.e., 

( , ) =
if 0

a bq
D p q

ap q





 

here ,b  are positive real constants.  
10) 0t  = cycle length of a cycle.  
11) C  = holding cost per unit per unit 1

12)  = shortage cost per unit per unit ti2

13) t  = re-production time, i.e., time when produ- 
ction for next cycle is decided.  

14) K  = production rate which is of the form 
=K D  and 1   .  

Pr tem. A 
cy tar me 1t  
m um

4. Mathematical Formulation 

oduction ventory system involves only one i
cle s ts with shortages at time = 0t  and at t

 in
i

axim  shortages level is sQ  and at that time pro- 
duction process starts to backlog the shortage quantities 
fully and after time t  the sho2 rtages reached to zero, 

vento  accumulates up to time 3t  of amount mQ . At 
proc

in ry
that time production ess stopped, accumulated inven- 

hes to zero at time 
ystem is shown in 

tory declines due to demand and reac

0t . The above production inventory s
Figure 3. The differential equations governing the stock 
status for this model are given by  

1

1 2

3

3 0

if 0

ifd

ifd

if

D t t

2

K D t t tq

K D t t tt

D t t t

  
       
   

        (2) 

with the boundary conditions 2 0(0) = ( ) = ( ) = 0q q t q t . 
These equations can be rewritten in the following form.  

1if 0ap t t  

1 2

1
2

1
3 0

( 1) ifd

d ( 1) ( ) if

( ) if

ap t t tq

t p a bq t

p a bq t t t



 

 







 

 


  

 
3t t  

    

    (3) 

For simplicity we take = 0



. Solving first and se- 
uation (3) in the inter


cond equations of differential Eq - 
vals 10 t t   and 1 2t t t   respectively with the help 
of boundary conditions  2(0) = 0 =q q t , we get 

2

1

1

, from first equation of (3)
( ) =

( 1) ( ), from second equatio

, from first equation
with =

),

ap t
q t

ap t t

ap t
Q

t

















  






 


 

2

1 2

( 1)

= 1

ap t

t t



 

 

 

2( 1) ( from second equation
s

ap t  

So at time 1=t t ,  

1 1=ap t t   
 

n of (3)
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

 

Figure 3. Inventory begins with backlogged shortages and 
end with no inventory. 
 

Similarly, solving third and fourth differential Equa- 
tions of (8) in al  and 3 0t t t the interv 2 3t t t     
respectively with  of the ry conditions 
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3
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e eb b
t
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

 
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( )0 3 1
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4.1. Crisp Model (Model-I) 
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     (7) 

4.2. Fuzzy Model (Model-II) 

As in this case, preparation time is a fuzzy number L  
which is replaced by an appropriate interval number 

 = ,L RL L L  and so, in this case 1t  is replaced by 
  ,L R tL L   (for details see Appendix I) and the crisp 
problem (7) becomes a fuzzy optimization problem which, 
using interval arithmetic, becomes a multi-objective non- 
linear programming problem as follows:  
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5. Mathematical Analysis 

5.1. Model-I (Crisp Model) 

The objective function ATC of Model-I is a function of 
pendent variable (de- 

e op al t  and 0t , 
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0t .



t  and 0t  as 1 2,t t  and 3t  are de
pend on t  and 0t ). To achiev tim
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ATC can be proved as strictly convex since all the 
principal minors of its Hessian matrix are strictly po- 
sitive. 
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Hence, the solution of Model-I is global minimum of 
ATC . 

5.2. Model-II (Fuzzy Model) 

In Model-II, the objective functions A LTC  and RATC  
(and hence CATC ) are functions of t  and 0t  as 1 2

and 3t  are dependent variable (depend on t
,t t  

  and 0t ). 
As of Model-I, it can be seen that A LTC  and A RTC  
(and hence CATC ) are strictly convex. 

Definition 5.1: A multi-objective optimization prob- 
lem is convex if all the objective functions and the fea- 
sible region are convex. 

Definition 5.2: *
0,t t     is said to be a Pareto optimal 

solution to the MONLP iff there does not exist another 
 0,t t  in the feasible region such that  

  0 0
, ,i iATC t t ATC t t     for all ( = , )i i C R  and  
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 0, <ATC t t
( = , ).j j C R  
An objective 
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= ,i C R  and j jATC ATC

fore, 
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 ,C R
= ,j C R . There ATC

 vector corres
ATC   is Pareto-opti

ponding to it is Pareto opti- 

1: Let the multi-objective optimizat
nvex. Then every locally Pareto-optim

globally Pareto-optimum (cf. Miettinen 

problem given by (7) is a stri  convex 
 minimization problem and hence 
reto-optimal solutions. Hence, the prob- 

ed by Global Criteria Method. 
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d by Global Criteria Method conver- 
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
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 problem is then ng 
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mal. 

eorem 5.
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esses global Pa
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as 

 
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point. Th

Th ion 
al 

ctly
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ulti-Objective Non-linear Programming (MONLP) 

ting it to a single objective optimiz
lution procedure is as follows. 
 Step-1. Solve the multi-objective programming prob- 

lem (16) ingle objective prob em usin  only one 
objective at a time ignoring.  

 Step-2. From the above result, fo te a p f 
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where 1 <p   and GC is known as global criteria. 
An usual value of p is 2.  

 Numerical Illustrations 

6.1. Crisp Model (Model-I) 

The Equation (7) is non-linear in t  and 
optimal val es o

Calculus method. Hence, we min
based non-linear optimization method. Using the optimal 
values of t  and 0t , the corresponding values of  

1 2 3, , , ,s mt t t Q Q  and minimum average total cost (ATC) 
are be obtained. To illustrate the proposed inventory 

om del (Model-I), following input data are considered. 

= 0.6, = 1.8, = 300, = 2, = 0.7,

= 0.5, = 1.5, = 25,

L a b

C p1 30

31 2= 300, = 15 in appropriate units.C C

= 2000,C

 
  

Solving the Model-I, following optimal values are ob- 
tained:  

0= 1356.35, = 0.6001609, = 6.939239,ATC t t

= 37.82707, = 72.84892s mQ Q


 

6.2

To
inp

1 30 31

2

= 1.8, = 300, = 2, = 0.7,

= 0.5, = 1.5, = 25, = 2000, = 300,

= 15 in appropriate units.

L R a b

C p C C

C

. Fuzzy Model (Model-II) 

 illustrate the proposed inventory Model-II, following 
ut data are considered. 

= 0.5, = 0.8,L L  
  

For the above input data, formulate a pay-off m
follows:  

1722.588

C RATC ATC



lobal Criteria Method, 
ned:  

23, = 1008.61,

0 4

ATC

l- i blem 
and is solved 

st 
minimization problem with interval objective function 
was converted into the multi-objective problem whose 
objectives are to minimize the centre ( C

atrix as 

1364.005 1753.147

1385.503

 
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

 

Solving the Model-II using G
following optimal values are obtai

0= 0.6327567, = 7.941731, = .35437 3
C R L

t t GC
. 

7. Discussion 

The Mode I is a s ngle objective optimization pro
using generalized reduced gradient method. 

The Model-II is a multiobjective problem and is solved 
by Global Criteria Method. In Model-II, the average co

= 1369.40, = 1730.ATC ATC

ATC ) and right 
limit ( A RTC ) of the interval objective function. These 
tw

 of production inventory problems with inter- 
val objective functions are defined as the Pareto optimal 
solutions of the corresponding multi objective problem. 
Therefore, the solution set defined in this paper includes 

th the worst and the 

o objective functions can be considered as the mini- 
mization of the average case and the worst case. The so- 
lution sets

the optimal solutions against bo
average cases.  
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Table 1. Sensitivity

parameter % changes 

alysis of Model-I. 

 0t
  Qs Qm * 

–50 –42.09005 1.051922 9.5283 26.03292 54.05133 

–20 –16.43247 0.7275

+20 +16.07881 0.506
a 

–50 No solution …

–20 –4.761578 0.4635

+20 +2. 0066 0.6733
μ 

+50 +4.740787 0.7361

61 0.7276

+20 –0.2364422 0.4733
L 

+50 –0.5588499 0.2841 172 37.32184 71.60373 

–50 –2. 82 45.31972 108.9680 

–20 –1.285355 0.4873798 6.480728 40.06651 83.00596 

0.7014 59 7.332

7  

575 7.693093 33.47436 66.22929 

768 6.373380 41.86019 78.68090 

906 5.737264 47.47090 86.34708 

 … … … 

499 8.362338 33.52132 55.21444 

307 6.306766 40.13326 83.86810 

900 5.817491 42.11448 94.57485 

250 7.061990 38.47522 74.44632 

148 6.983796 38.06201 73.42793 

806 6.898645 37.61337 72.32223 

310 6.843

+50 +39.71182 0.4040

55

–50 +0.7166992 0.9207

–20 +0.25966

621729 0.2851214 5.5909

+20 +1.360556 2 111 36.10404 65.42835 
p 

+50 +3.408616 0.8376034 .836238 34.11446 57.30315 
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problem is converted 
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nction on
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ATC . 

s 

sts more. Hence, setup  

o

st, production cost, etc. Such real life models are con- 
sidered here taking different en ments into consi- 
deration. 

The fuzzy numbers are described by linear/non-linear 
type membership functions. Fuzzy number de ing

9. Practical Implication

In this preparation time has been considered for an in- 
ventory model with finite production rate. In real life, 
once production is discontinued, i.e., once the labour 
force is dismantled, supply of raw materials is disrupted, 
machineries is kept in disorder, etc., it is obvious that to 
start the next production, some time is required to bring 
the above mentioned things in order. The cost related to 
above factors depends on the time gap between the de- 
cision to start the preparation and actual commence of 
production. If the gap is small, then everything will have 
to be arranged hurriedly and it co

number. Following this, the fuzzy 
into multi-objective inventory problem where the objec- 
tive functions are represented by right limit and centre of 
interval function which are to be minimized. The pro- 
posed model has a broad area of applicability. Two in- 
ventory models are presented with different type of pre- 
paration time. If a decision maker (DM) knows definitely 
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the time required to restart the next production run, he/ 
she may adopt Model-I. Similarly, for fuzzy preparation 
time, DM may accept the Model-II. DM may select any 
of these models according to the prevailing environment 
in his/her production centre. 

10. Conclusions 

The present paper proposes a solution procedure for 
production inventory model with production cost and on 
hand inventory dependent demand rate and preparation 
time. Here, shortages are allowed and backlogged fully. 
Like lead time, time when the decision is taken for the 
preparation of next production run i.e. preparation time 
has been considered for a production inventory model. In 
real life, setup cost decreases with the increase of prepa- 
ration time. This consideration is taken into account in 
Model-I. In Model-II, preparation time is taken as im- 
precise via a fuzzy number. The fuzzy number is de  
cribed by linear/no

Fuzzy nu e is then 

zzy-stochastic environment 
 cost and inventory costs thro

n. 

[4] E. A. Silver and R. Peterson, “Decision System for In-

ry 

s-
n-linear type membership function. 

mber describing preparation tim
approximated to an interval number. Following this, the 
problem is converted into multi-objective inventory pro- 
blem where the objective functions are represented by 
centre and right limit of interval function which are to be 
minimized. To obtain the solution of the multi-objective 
inventory problem, Global Criteria Method has been 
used. The proposed demand has a broad area of appli- 
cability. Demand of a commodity decreases with the in- 
crease in production cost but increases with the increase 
of stock of the displayed commodity and vice versa. Here, 
though the formulation of the model and the solution pro- 
cedure are quite general, the model is a simple produ- 
ction model with demand dependent production rate. The 
unit production cost which is assumed here to be constant, 
in reality, varies with the preparation time and produced 
quantity. Moreover, time dependent production rate, par- 
tially lost sales, inflation, etc., can be incorporated to the 
model to make it more realistic. Here, demand is stock- 
dependent. The present analysis can be repeated for the 
dynamic demand also. Though the problem has been pre- 
sented in crisp and fuzzy environment, it can also be 
formulated and solved in fu
representing production
probability distributio

ugh 
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Appendix I 

e preparation time

Total Production cost is given by  
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replaced by an appropriate interval number  ,L RL L L , 
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Now the Set-up cost 3C  is given by  
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