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ABSTRACT 
 
To know the location of nodes is very important and valuable for wireless sensor networks (WSN), we pre-
sent an improved positioning model (3D-PMWSN) to locate the nodes in WSN. In this model, grid in space 
is presented. When one tag is detected by a certain reader whose position is known, the tag’s position can be 
known through certain algorithm. The error estimation is given. Emulation shows that the positioning speed 
is relatively fast and positioning precision is relatively high.  
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1.  Introduction 
 
In most applications of Ad Hoc networks, it is often use-
less of not knowing the location of a node or sensor [1]. 
It is very important to locate a node in Ad Hoc networks 
using certain algorithm [2]. The node of Ad Hoc net-
works is relatively simple which is powered by small 
batteries, so all the distributed algorithms, including lo-
calization algorithm, must have the capabilities of energy 
saving in order to extend the lifecycle of batteries. As a 
result, special attentions of validity and efficiency must 
be paid for node positioning algorithm [3]. 

The main localization algorithms of Ad Hoc networks 
are: 1) Slobodan N. Simic and Shankar Sastry firstly 
proposed Bounding Box algorithm [4], using the method 
of grid in 2 dimensional space. Jongchul Song from 
University of Texas has successfully used this algorithm 
in tracking the location of materials on construction pro-
jects [5]. 2) WEI Xing proposed a new tracking filter 
algorithm P-EKP [2], using particle filter to catch the 
emitter and improving the tracking precision, for the 
highly non-linear single observer passive location and 
tracking system. 3) NI Wei introduced a relative indoor 
location and tracking algorithm based on the received 
powers [6], which can provide a high positioning accu-
racy. 4) ZHANG Ling-wen proposed an optimizing al-
gorithm HOA [7] which combines the Taylor series ex-
pansion method with steepest decent method [8]. 5) 
Other algorithms include Niculescu proposed DV—hop, 
Euclidean and Robust position etc. All used the distance 
between two neighbor nodes and the number of jump to 

locate node. 
Nevertheless, these systems are mainly for 2D envi-

ronment. In this paper we addresses the issues of nodes 
localization in 3D space and proposed a 3D-based Posi-
tioning Model and Algorithm in Ad Hoc（3D-PMAHN) 
and emulated it.  
 
2.  3D-PMAHN Model 
 
2.1.  The 3D-Space Dividing Method in 

3D-PMAHN Model 

 
Firstly, we set up a cube Q space region, called operation 
region in space (see Figure 1), and then we divide each 
side of Q into n same parts. Accordingly, the cube Q is 
divided into n3 small cube called space cells. For each 
cell, it has an exclusive cell coordinate (x,y,z), (1<=x<=n, 
1<=y<=n, 1<=z<=n). Here we define n3 be Q’s position-
ing resolution. Obviously, when Q is fixed, the bigger n 
is, the bigger the positioning resolution rate will be [4].  

We scatter randomly m readers whose positions are 
known in Q and assume that each reader is equipped 
with a same RF transceiver. Every reader has a sphere 
communication region with radius r. The needed posi-
tioning object is a tag in Q. So far as the tag lays in any 
readers’ communication regions, it can be captured by 
these readers. In other words, the readers can read the tag 
in its communication region. Our purpose is to locate a 
tag in Q by readers whose positions are known. 

We now introduce the symbols defined in the Model. 
Q-operation region 
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Q=[0,s]×[0,s]×[0,s], denotes a cube with each side 
length s. 

S (small letter) denotes Q’s each side’s length. 
n denotes the number of every equally dividing 

sides . 
N denotes the number of nodes whose positions are 

known in Q. Each node has an exclusive cell coordinate 
in Q. In practice, the position can be gained by several 
ways, for example, we can equip the reader with GPS to 
get its position.  

G denotes the area covered by reader’s RF trans-
ceiver; we assume that it is a sphere with radius rand that 
any tag in G can be captured by this reader. 

S (capital letter) denotes the biggest cube in G. The 
reason of choosing S as reader’s communication region, 
not G, is to simplify the calculation. 
 
2.2.  3D-PMAHN Localization Algorithm 
 
For the model of Figure 1, in order to simplify calcula-
tion, we assume that 1) the operation region is fixed, 2) 
the number of cells is variable, 3) all readers in Q have 
the same communication regions G, 4) parameter r is 
variable. The main approach for the localization algo-
rithm can be generally described as follows: firstly, scat-
tering some necessary readers with known positions in Q. 
The size of a cell can be gained through calculation. A 
reader’s communication region S can be showed by the 
number of cells contained in it. Once a tag lies in two 
readers’ communication regions, we can deduce that the 
tag’s position must be in the intersection of this two 
readers’ communication regions, and the size and posi-
tion of this intersection can be gained by simple calcula-
tion .Similarly, if one tag can be captured by more than 
two readers, the tag’s position can be gained by the in-
tersection of these readers’ communication regions. 
 
2.2.1.  The Definition of Reader’s Communication 

Region  
Firstly, let’s analyze the reader communication region’s 
features in 3D space (see Figure 2) 

Assume that region is a sphere. In case of parameter n, 
r and s are fixed, letting the side be 2 plusing x for the 
max inner cube [4]. Obviously 3x2=r2, then 

   
3

nr

s
  
  
 

                              (1) 

where [x] is the integer part of x, the unit of ρ is the 
number of cell. 

Accordingly, node S can communicate with every 
other node in the cube centered at S and containing 

cells.  3(2 1) 
Assume that the number of readers with known posi-

tion is k denoted by R1, R2, and Rk. This readers’ com- 

 

 

 
Figure 1. 3D-PMAHN model. 

 

 
Figure 2. Reader’s communication region G in 3D-PMWSN. 
 
munication region are denoted by S1,S2,...Sk with cell 
coordinate(x1,y1,z1),(x2,y2,z2),.and (xk,yk,zk) (1<=xi<=n, 
1<=yi<=n, 1<=zi<=n) (see Figure 3). 

Ri,Rj,Rk are three readers scattered in Q and Ti, Tj, Tk 

are three tags randomly scattered in Q.We assume that Ti 

can be captured at same time by reader Ri, Rj and Rk. 
Now we give the formalized definition of the reader’s 

communication region S: 
Let s=[a,b]×[c,d]×[e,f](1≤a<b≤n，1≤c<d≤n，1≤e<f≤n) 

and s is a region of space with a certain number of cells. 
Every cell has an exclusive coordinate (x,y,z) (a≤x≤b, 
c≤y≤d, e≤z≤f).  

It is easy to know that Ri’s communication region Si 

can be computed as follows: 

[ , ] [ , ] [ ,i i i i i i iS x x y y z z ]               (2) 
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2.2.2.  The Intersection Algorithm of two Reader’s 
Communication Regions 

Now we can calculate the intersection of two reader’s 
communication regions (see Figure 4), 

Select two readers, Rm and Rn ( m,n∈1,2,...,k), in 
(R1,R2,...Rk) with cell coordinates (xm,ym,zm) and (xn, 
yn,zn), if their intersection T is not empty, it can be de-
duced as follows: 

[max( , ) , min( , ) )

[max( , ) , min( , ) )

[max( , ) ,min( , ) )  

m n

m n m n

m n m n

m n m n

T Q S S

x x x x

y y y y

z z z z

 
 
 


 
 
 

 





          (3)  

where max(xm,xn) is the bigger one of xm and xn, 
min(xm,xn) is the smaller one of xm and xn, max(ym,yn), 
min(ym,yn),max(zm,zn) and min(zm,zn) have the similar 
meanings. 

From Equation (3), we know that if one tag can be de-
tected simultaneously by two readers, this tag must be in 
the intersection T of two readers’ communication re-
gions. 
 
2.2.3.  The Intersection Computation Algorithm of 

More than two reader’s Communication    
Region  

We now consider the case that one tag can be captured 
simultaneously by more than two readers.  

Assuming that tag Ti can be captured by readers R1, 
R2... Rk, at the same time, then it is obvious that this tag 
is in the communication regions’ intersection of above readers. 

 

 

 

 
Figure 3. The relations between readers and tags. 
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             (4)

 

where 
x+ = max(x1, . . . , xm) ,  x_ = min(x1, . . . , xm) 
y+ = max(y1, . . . , ym) ,  y_ = min(y1, . . . , ym) 
z+ = max(z1, . . . , zm) ,  z_ = min(z1, . . . , zm) 
From the Equation (4), we can deduce the position 

range through simple calculation in case of the k readers’ 
cell coordinates are known. With the appropriate pa-
rameters setting, the positioning precision can be high 
enough as we wanted. 

 
3.  Error Estimations and Comparison with 

Other Algorithms  
 
3.1.  Error Estimations in Positioning 
 
Because the scope of communication has been simplified, 
the positioning error is inevitable, and this greatly influ-
ences the computing result. In order to simplify the cal-
culation, we discuss this in 2 dimensional spaces. 

Assume that a certain tag can be detected by two read-
ers at the same time (see Figure 5). Defining the equa-
tions of G1and G2 as 

G1：x2+y2=32.       G2 :(x-3)2+y2=32. 
Obviously, the tag must be in the intersection Ω of G1 and 

G2 

And 

2

2

3 3
9-y2

x

3 3 3- 9-y
2

Ω d    yd



                            (5) 

 

  

 

 

 
Figure 4. The intersection of two readers’ communication 
region (The cube T with dashed lines). 
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Figure 5. The real intersection of two readers’ communica-
tion region. 
 

According to the simplified method, tag must be lo-
cated in the intersection of E. The error event M can be 
described as the point whose position is in Ω (but not in 
E). The error possibility is p (M). 

{( , ), ( , ) , ( , ) }M x y x y x y E                 (6) 

( )
E

p M





                             (7) 

According to above equation, we can obtain the value 
of p (M) is about 17.3 percent, that is to say, when the 
two readers’ position are like Figure 6, only after ex-
cluding such errors can the algorithm work exactly.  

In general, the estimated error is related to the posi-
tions of readers. For the same readers, if their positions 
are different, such error is different accordingly. If one 
tag can be detected by m readers, the calculation of esti-
mated error is much more complicated than two readers, 
but we are sure that the error is a function of the posi-
tions m readers .We give the error definition as:  

Definition 1: e(pr1,pr2,...,prm), where pri denotes the po-
sition of reader ri. e(pr1,pr2,...,prm) is 
 
3.2.  Comparison with Other Algorithms  
 
We choose 3D RFID Positioning Algorithm [9], which is 
representative for 3d positioning, to be compared with 
3D-PMWSN. The 3D RFID Positioning Algorithm is 
based on the location fingerprinting method. This 
method was first implemented in the RADAR system 
which is an RF-based indoor tracking system developed 
by Microsoft Research. 

This positioning method achieves the best positioning 
results by two stages: the off-line training phase (off-line 
phase) and the on-line position determination phase 
(on-line phase). In the off-line phase, the received signal 
strength (RSS) from all the detectable transmitters and 
other relevant information including the physical coordinates 

 
Figure 6. The simplified intersection of two readers’ com-
munication region. 
 
of the receiver, which are measured by other methods, 
such as using total stations or tapes, in the local coordi-
nates, are collected at predefined reference points and 
stored in a database. The set of the database is called 
fingerprint. During the on-line phase the mobile user 
samples the RSS patterns and searches for similar pat-
terns in the off-line database so as to find its most possi-
ble position. 

Let’s compare the two positioning algorithms from 
four evaluation indicators.  

1) Storage cost: As the nodes are relatively simple in 
Ad Hoc networks, any algorithm should be storage saved. 
Because there must be an off-line database, it is hard to 
setup such a database in the nodes of distributed system. 
But it is different for 3D-PMWSN; there is no off-line 
database, so the storage is saved. 

2) Calculation complexity: for 3D-PMWSN, we can see 
from Equation (4) that the calculation in positioning is 
very simple. As to 3D RFID Positioning Algorithm, for 
the main calculations come from the search of off-line 
database, so the calculation is relatively simple. But this 
is based on the expensive cost of storage requirement, 
which is unsuitable for distributed Ad Hoc Networks. 

3) Positioning accuracy: As to 3D-PMWSN, the posi-
tioning precision can be set according to the size of posi-
tioned object, which means the cell could be big or small. 
Nevertheless, the positioning resolution rate could not be 
changed for 3D RFID Positioning Algorithm because it 
is positioned by RSS. 

4) Stability of the algorithm: In practice, the signal 
strength of RF transceiver is variable, which is to say the 
signal strength changes with the power supplied. For 
3D-PMWSN, only using two states—tag detected or not, 
the influence of signal strength is little. The algorithm 
can work as long as a tag is captured by readers. But it is 
different for 3D RFID Positioning Algorithm. Because 
the positioning is mainly depended on signal strength, 
the signal attenuation, which may greatly increase the 
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amount data of off-line database, may have great influ-
ences for positioning precision.  

From above discussion, we can conclude that the 
3D-PMWSN is better than 3D RFID Positioning Algo-
rithm in positioning; especially for distributed Ad Hoc 
systems (see Table 1). 
 
4.  Simulation and Analysis 
 
In order to evaluate the locating precision and rate of 
convergence, we do this simulation. Assume the number 
of readers is k, let the initial value of k be 2, and each 
reader’s cell coordinate are given as below. The simula-
tion process is as following step, 

Step 1: us Definition 1 and exclude the positions that 
could cause errors. 

Step 2: by using Equation (3), we can easily know the 
intersection size by the number of cells contained in it. 

Step 3: increase k by step length 1. 
Step 4: repeating from Step 1 to get a new intersection 

number until to one we consider suitable, then stop the 
calculation. 

We choose two kinds of solutions .The emulation re-
sults are as bellows 

 
Solution 1 
Let s=10000, n=5000, r=100, using Equation (1), we 

can obtain ρ=28. 
Let the reader’s number k be 10 and each cell’s coor-

dinate is as follows: 
R1(1305,1505,1805), R2(1310,1510,1810), 
R3(1315,1515,1815), R4(1320,1520,1820), 
R5(1325,1525,1825), R6(1330,1530,1830), 
R7(1335,1535,1835), R8(1340,1540,1840)， 
R9(1345,1525,1825), R10(1350,1530,1830) 
Firstly, we calculate the intersection of R1 and R2, and 

the result is about 68 thousand cells. Then, increase the 
reader number step by step. For R1, R2 and R3, the result 
is 47 thousand cells. When k increases to 9, the result is 
about 200 cells, which is very small compared with that 
k is 2.In practice, how many readers be chose is mainly 
based on the size of located object and cells in G. Ac-
cordingly we can choose appropriate parameters to get 
the result we need (see Table 2). 

 
Solution 2 
Let s=10000, n=2000, r=100.Then, we can deduce ρ= 

12. Apart from the difference of cell numbers in G, other 
parameters are same as those in solution 1; the result is in 
Table 3. We can see that when k increases to 5, T has 
decreased to 27 cells. 

For solution 1, we can conclude from Table 2 that the 
result T decreases as k increases, which means that the 
locating precision increases as k increase. Scattering 9 
readers in G can get the precision degree to 100 grids.  

Table 1. The comparison of 3D RFID positioning algorithm 
and 3D-PMWSN (√-denotes the better one of evaluation 
indicators between two algorithms). 
 

evaluation in-
dicators 

3D RFID Position-
ing Algorithm 

3D-PMWSN 

storage cost   √ 
calculation com-
plexity √  

positioning ac-
curacy 

 √ 

Stability of algo-
rithm 

 √ 

 
Table 2. The simulation result of solution 1 (the unit of T is 
10 thousand cells). 
 

K 2 3 4 5 6 7 8 9 

T 6.8 4.7 3.0 1.8 0.9 0.4 0.1 0.02

 
Table 3. The simulation result of solution 2 (the unit of T is 
10 thousand cells). 
 

K 2 3 4 5 

T 0.69 0.27 0.073 0.0027 

 

 
- 

▲ 
- 

- 

- 

-  ▲  ▲ 
 ▲

 ▲

 
Figure 7. The result comparison of two solutions. 

 
Obviously, the reader number does not need too much. 
So long as the positions are scattered suitably, the needed 
locating precision can be obtained. The algorithm is 
workable (see Figure 7). 

For solution 2, the positioning speed is fast than solu-
tion 1, using only 5 readers .The reason is that the size of 
cell in solution 2 is bigger than that of in solution 1.It is 
to say that the positioning speed becomes faster in case 
of the resolution rate decreases. The positioning speed is 
faster by the cost of decreasing the resolution rate. In 
practice, a balance should be kept between these two facts. 
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5.  Conclusion and Future Work 
 
We gave a space cell concept in this paper and proposed 
a 3D-PMAHN model in Ad Hoc networks. An object’s 
position in 3 dimensional spaces can be computed by the 
given positioning algorithm. We also give the error esti-
mation of the model. The simulation result shows that 
the 3D-PMAHN is simple and energy saving. Such 
characters meet the special requirements in Ad Hoc net-
works. 
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