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Abstract 
The impacts of low and high-frequency variability from teleconnections be-
tween large scale atmospheric processes and local weather as well as emis-
sions changes on concentrations of particulate matter of 2.5 µm or less in 
diameter ([PM2.5]) were examined for the Fairbanks Metropolitan Area 
(FMA). October to March and May to August mean [PM2.5] were 1.8 and 3.1 
µg·m−3 higher for positive than negative annual mean Pacific Decadal Oscilla-
tion. Annual mean [PM2.5] were 3.8 µg·m−3 lower for positive than negative 
Southern Oscillation Index. On 1999-2018 average, [PM2.5] decreased 2.9 
µg·m−3·decade−1. On average over October to March, decadal and inter-annual 
variability caused higher or similar differences in mean observed [PM2.5] and 
its species than emission-control measures. The 2006 implementation of Tier 
2 for new vehicles decreased observed sulfate concentrations the strongest 
(~4.95 µg·m−3·decade−1) of all occurred emissions changes. On average, ob-
served [PM2.5] showed elevated values at all sites when wind blew from direc-
tions of hot springs. The same was found for the sulfate, ammonium and 
non-metal components of PM2.5. Observations showed that these geothermal 
waters contain sulfate, ammonia, boric acid and non-metals. Hot springs of 
such composition are known to emit hydrogen sulfide and ammonia that can 
serve as precursors for ammonium and sulfate aerosols. 
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1. Introduction 

Concentrations of particulate matter of 2.5 μm or less in aerodynamic diameter 
(PM2.5) are of concern for air-quality regulations because of its adverse effects on 
human health at both long-term and short-term exposure [1] [2] [3] [4] [5]. In 
2006 based on new medical insights, the US Environmental Protection Agency 
(EPA) tightened the 24-h National Ambient Air Quality Standard (NAAQS) for 
PM2.5 from 65 μg/m3 to 35 μg/m3 to reduce health risks. The annual standard 
remained at 15 μg/m3. Under the new 24-h standard, daily mean [PM2.5] less or 
equal 12 μg·m−3, and in the ranges of 12.1 - 35.4 μg·m−3, 35.5 - 55.4 μg·m−3, 55.5 - 
150.4 μg·m−3, 150.5 - 250.4 μg·m−3 and greater or equal 250.5 μg·m−3 are consi-
dered good, moderate, unhealthy for sensitive groups, unhealthy, very unhealthy 
and hazardous, respectively [6]. Communities, for which the last three years of 
PM2.5 monitoring prior to 2006 showed violation of the new 35 μg/m3 standard, 
were designated PM2.5-nonattainment areas. They had to develop state imple-
mentation plans to get into and remain in compliance. These strategies were due 
no later than three years from the effective day of designation.  

One of these communities was the Fairbanks metropolitan area (FMA), which 
encompasses Fairbanks, College, and the city of North Pole in Interior Alaska. In 
the FMA, PM2.5 concentrations ([PM2.5]) have frequently exceeded the 2006 24-h 
NAAQS in November to February since the onset of monitoring in 1999 [7]. 
Until 2006, [PM2.5] higher than 35 μg·m−3, but lower than 65 μg·m−3 did fulfill the 
then NAAQS. Prior to 2006, exceedances occurred during various wildfire sea-
sons.  

Fairbanks (64.84N, 147.72W) had faced an air-quality issue caused by high 
concentrations of carbon monoxide (CO) at the beginning of this century [8]. 
The unfortunate combination of the city’s location with respect to topography, 
the mean general circulation and its local climatological conditions were identi-
fied as the major causes [8]. Fairbanks is surrounded by the Yukon-Tanana upl-
ands that build a three-sided bowl, which opens to the Tanana Flats toward the 
south to southwest (Figure 1). The low insolation levels at high latitudes yield a 
negative radiation flux balance and the formation of surface-based inversions 
(SBI) [9] [10]. The vicinity to the semi-permanent Canadian High supports calm 
wind accompanied by low to no-shear production of turbulent kinetic energy [9] 
and subsidence inversions [11].  

Under inversion conditions, the stratification of the near-surface atmosphere 
becomes extremely stable. In winter, observations showed vertical temperature 
gradients of up to 30˚C·100−1 m; while [PM2.5] were non-sensitive to the degree 
of stability, they were systematically highest under stable conditions [7]. Tem-
perature inversions suppress vertical mixing and the exchange of polluted air  
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Figure 1. Location of the Fairbanks metropolitan area (FMA) nonattainment area (red 
polygon), the villages of Beaver, Chalkyitsik, Circle and Ft. Yukon in the Yukon Flats 
superimposed on the topography of Interior Alaska and South Alaska. Blue dots indicate 
locations of known hot springs. 
 
with air aloft. Despite Fairbanks has no major industry [12], emissions of ga-
seous compounds like CO, sulfur dioxide (SO2), and nitrogen dioxides (NO2) 
and aerosols from traffic, power-generation and heating accumulate underneath 
these often multi-day inversions. Here chemical reactions, aerosol physical and 
chemical processes form secondary pollutants and aerosols. 

Improved engine technology and the turn-over of the vehicle fleet as well as a 
mandatory biennial check of vehicle emissions eventually “solved” the CO 
air-quality issue [8]. The new technology led to more efficient combustion 
processes thereby reducing CO emissions. The more than 150 percent increase 
of the prices for gasoline and diesel fuel in the first decade of this century may 
have decreased fuel consumption by individual traffic, and may have contributed 
to reduced CO emissions as well. 

In case of PM2.5, such simple solution must not be expected even though solid 
fuel appliances like wood- and coal-fired stoves, and hydronic heaters have be-
come more efficient. None of the potential direct (wood-stove change-out, in-
troduction of natural gas), indirect (introduction of low sulfur fuel) and multiple 
emission-control measures (replacing wood with gas heating and use of low sul-
fur fuel) simulated for October 1, 2008 to March 31, 2009 with the Weather Re-
search and Forecasting (WRF) model inline coupled with chemistry packages 
(WRF/Chem) [13] would provide design values below 35 µg·m–3 [14]; benefits 
for air quality would vary in persistence among measures [14]. Exchanging 2930 
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uncertified woodstoves and 90 outdoor wood boilers with EPA-certified 
wood-burning devices, for instance, would have reduced the 24-h average 
[PM2.5] by 0.6 μg·m−3 (6%), on average over the October to March 2008/09 cold 
season; this measure would have avoided only seven out of 55 simulated ex-
ceedance days [15]. Highest reductions on any exceedance day ranged from 1.7 
to 2.8 μg·m−3; relative response factors were consistently low (~0.95) for all PM2.5 
species and months [15]. The 2008-design value of 44.7 μg·m−3 would be reduced 
to 42.3 μg·m−3 [14]. Sensitivity studies suggested that the benefits of a 
wood-burning device change-out program heavily relies on the accuracy of the 
estimates on how many devices exist that can be exchanged [15].  

Substituting all wood by gas heating would reduce PM2.5 emissions by ~11% 
yielding a design value of 38.9 μg·m−3. Burning low-sulfur fuel in oil-fired fur-
naces and facilities would reduce total SO2 and PM2.5 emissions by ~23% and 
15%, respectively, and the design value to 42.8 μg·m−3 [14]. Concurrent replace-
ment of wood-heating with gas heating and introduction of low–sulfur fuel 
would reduce SO2 and PM2.5 emissions by ~36 and 19%, respectively, and the de-
sign value to 39.3 μg·m−3. The benefits of using low-sulfur fuel depended the 
strongest on the meteorological regime. Unfortunately, the benefits of the mul-
tiple emissions-control measures generally fail to be the sum of the benefits of 
the respective single measures [14].  

WRF/Chem simulations with and without consideration of point-source 
emissions revealed that 1) on days and at locations where [PM2.5] exceeded 35 
µg·m–3, point-source emissions typically only contributed 4% to the 24-h average 
[PM2.5]; and 2) point-source emissions induced only five additional exceedance 
days in the Fairbanks nonattainment area [16]. Highest concentrations occurred 
in the same locations in both simulations. Point-source emissions influenced 
[PM2.5] at breathing height strongest about 10 - 12 km in their downwind [16]. 

Various studies linked wildfire smoke, especially particulate matter at the mi-
cron- to sub-micron size, ozone (O3) and volatile organic compounds (VOC) 
with increased risks of respiratory disease, cardiovascular diseases and mortality 
[1] [2] [17] [18] [19]. In the taiga region around the FMA, boreal wildfires are a 
natural component of the landscape evolution. Over the past decades, the annual 
wildfire activity and area burned have increased [20]. During the 2004- and 
2005-wildfire seasons, for instance, Fairbanks 24-h average [PM2.5] was up to a 
factor of 20 and 11 higher than the current NAAQS. In both fire seasons, air 
quality became hazardous. Thus, from a health perspective, the PM2.5 problem in 
the FMA may be more severe during the wildfire seasons than during extreme 
multi-day inversions in winter. 

Obviously, besides local emissions, external factors like the general circula-
tion, meteorology, geography and geological processes influence [PM2.5] in the 
FMA. The goal of our study was to determine the magnitude of these external 
(i.e. non-manageable) factors in comparison to observed [PM2.5] changes in re-
sponse to well-known emissions changes. 
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2. Experimental Design 

We hypothesized that in the FMA, the magnitude of [PM2.5] is due to a combi-
nation of the general circulation, synoptic and mesoscale features as well as 
weather-related natural and anthropogenic emissions, and if so, low-frequency 
variability and its impacts on local weather (and hence local emissions and 
[PM2.5]) could pretend/dilute changes occurring in response to emissions 
changes in observed [PM2.5]. 

2.1. Data Sources and Processing 

We downloaded public-available surface-meteorological, fuel, lysimeter and ra-
diosonde data of Fairbanks, air-quality data of the FMA, fire [21] and anthropo-
genic emissions [12] data as well as data of the Pacific Decadal Oscillation 
(PDO), North Pacific (NP) and Southern Oscillation (SOI) Index. Data sources 
and times of availability are listed in Tables A1-A2 in Appendix A.  

The PDO, NP and SOI indices describe different aspects of the general circu-
lation known to influence weather in Alaska via large-scale teleconnections [22] 
[11]. Teleconnections are preferred modes of low-frequency (long time scale) 
variability. The NP is the monthly area-weighted sea-level pressure over 30N to 
65N and 160E to 140W [23]. It measures inter-annual to decadal variations of 
the atmospheric circulation. The SOI is the normalized pressure difference be-
tween Tahiti and Darwin [24]. It gauges the strength of El Niño and La Niña 
events. The PDO refers to an irregularly recurring pattern of ocean-atmosphere 
variability over the mid-latitude central Pacific. It is defined by the monthly 
mean sea-surface temperature anomalies from the 1901-2000 climatology onto 
their first Eigen Orthogonal Function (EOF) vectors in the North Pacific north 
of 20N [25] [26]. To calculate the correlation of these indices with PM2.5, 
monthly means of 24-h average [PM2.5] were determined. 

Available air-quality data for the FMA encompass different species for various 
periods, at different temporal resolutions and locations (see Appendix A for de-
tails). Datasets considered in this study include CO, SO2, NOx, O3, 1-in-3-days 
PM2.5, daily mean PM2.5 concentrations and 1-in-3-days speciation. Aero-
sol-speciation data considered sulfate (SO4), nitrate (NO3), ammonium (NH4), 
organic carbon (OC), elemental carbon (EC), the following metals aluminum, 
calcium, chloride, copper, iron, lead, nickel, potassium, silicon, sodium, stadium, 
titanium, vanadium, tin, and non-metals bromine, and selenium. Speciation data 
at Pioneer Rd and North Pole are courtesy to the Fairbanks Air Quality Division. 
Beaver, Chalkyitsik, Circle and Ft. Yukon [PM2.5] data are courtesy to the Coun-
cil of Athabaskan Tribal Government and the Tribes of Beaver, Chalkyitsik, Cir-
cle and Ft. Yukon.  

2.2. Data Analysis 

To test our hypothesis air quality had to be examined in a climatological sense. 
Therefore, we determined climatology of PM2.5, its speciation, meteorological 
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and wildfire relevant conditions at the decadal, multi-year, annual, seasonal, 
monthly and daily scales. Following common practice (e.g. [27] [28]) we meas-
ured inter-annual variability by the temporal standard deviations. 

To assess low frequency impacts we examined monthly means of [PM2.5] for 
correlations with the NP, SOI and PDO. In our study, all correlations were ex-
amined for their significance at the 95% confidence level (p < 0.05) using paired 
two-tailed t-tests [29]. Following common practice [29], the number of data was 
considered in determining p for small samples. 

Since [PM2.5] can be high due to fires as well as anthropogenic emissions, we 
examined warm (May to August) and cold (October to March) seasonal means 
as well as monthly means of concentrations and meteorological features. In the 
following, May to August and October to March are called the warm and cold 
season, respectively.  

At the PM2.5 monitoring sites, some meteorological data (wind speed, pres-
sure, minimum, maximum and mean hourly air and dew point temperatures) 
were recorded. However, an assessment of the synoptic (meso-α-scale) and me-
so-β-scale (temporal scales of 1 to 3 days) influences on [PM2.5] requires a full 
suite of meteorological and—in the fire season—fire-relevant data. Therefore, we 
used the data from the Bureau of Land Management (BLM) Fairbanks site 
(64.83667N, 147.615W). In addition to 10-m wind speed and direction, 2-m air 
temperature, 2-m relative humidity, precipitation and pressure, this site also had 
long-term records on fire-relevant data like daily mean, maximum and mini-
mum fuel temperatures and humidity as well as daily accumulated radiation at 
the surface. The latter is of interest for inversions caused by radiation deficit, and 
for photolysis that may initialize some summer aerosol formation paths. Also 
smoke may reduce solar radiation reaching the surface and photolysis rates. 

Daily means and higher moments [29] calculated at various sites within the 
FMA were compared to capture meso-γ-scale (local, short-term) meteorological 
influences on [PM2.5].  

Empirical Orthogonal Functions (EOF) [29] [30] were determined for the 
time series of daily means of solar insolation, temperature, wind speed, relative 
humidity and PM2.5 at various temporal scales. Fast Fourier Transformation 
(FFT) [29] [30] analysis on [PM2.5] time series served to identify amplitudes, 
frequency and variances in individual cold seasons. 

To examine whether [PM2.5] changes due to low frequency variability could 
pretend success or failure of emission-control measures, we determined the 
magnitude of the following well-known emission changes using observed [PM2.5] 
and its composition: 
• In 2004, new passenger vehicles had to comply with the Tier 2-Motor Vehicle 

Emissions Standards and Gasoline Sulfur Control Requirements. They had to 
be 77% to 95% cleaner than those produced prior to 2004.  

• Due to the drastic increase in fuel prices that peaked in 2007, many people 
added woodstoves to reduce heating costs [15]. 

• Since June 1, 2010, diesel fuel used in rural Alaska and on highways had to 
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meet the same 15 ppm (maximum) sulfur-content standard than that used in 
Alaska’s cities. Inhabitants from rural communities north of Fairbanks fre-
quently come into town for shopping. The FMA is also a traffic junction of 
six major highways.  

• In June 2010, the Fairbanks North Star Borough (FNSB) started a wood-stove 
change-out program. Qualifying old wood-stove devices were replaced by 
more efficient EPA-certified ones to reduce the emissions of PM2.5 and its 
precursor gases.  

Finally, to assess potentially overlooked emission sources we turned to the li-
terature and data from Alaska sites outside the FMA as available. 

3. Results 
3.1. Climatological Features  

Fairbanks is the largest city in the Interior. No other conurbations exist in a ra-
dius of 417 km (Figure 1). In the FMA, daily totals of solar radiation reaching 
the top of the atmosphere (TOA) and Earth’s surface are low between early No-
vember and end of February (Figure 2(a)). Solar radiation reaching the surface 
peaks earlier than at the TOA as humidity and cloudiness increases from March 
towards August. In the fire season (May-August), high particle loading due to 
fires may also reduce the solar radiation at the surface [22]. The huge amounts 
of water vapor released from evaporation and sublimation of soil water and ice 
due to fires burning on permafrost also may decrease solar radiation at the sur-
face [31]. 

Usually, the snowfall season is September to May (Figure 2(b)). During this 
time the snow cover leads to high solar albedo. The solar irradiance absorbed by 
the snow and underlying soil is marginal. The fire season in the Interior usually 
starts in May, when the global radiation and near-surface air temperatures are 
already relatively high, but precipitation is still relatively low (Figure 2(a) and 
Figure 2(b)). 

According to the 1981-2010 climate record at Fairbanks International Airport 
(134 m, 64.8039N, 147.8761W), daily mean temperatures below and above 
freezing occur from September through April and May through August, respec-
tively (Figure 2(b)). Rarely temperatures are below −40˚C or above 28˚C. From 
early November to end of February, near-surface air temperatures are usually 
below −10˚C. The diurnal temperature range is about 9 K in November and 13 K 
in February [22]. Summers are cool and humid with the maximum of monthly 
precipitation in August. March is typically the driest months. September to April 
relative humidity varies between 40% and 90%. Wind speed is generally low 
through the year with June having the highest monthly average wind speed (6.35 
m·s−1). 

The FMA’s frequent SBI in winter are among the strongest anywhere [8] and 
persist much longer than in mid-latitudes [7]. Daytime and nighttime SBI oc-
curred on about 82% of the days in December and January, and on about 68% of  
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(a) 

 
(b) 

Figure 2. Long-term mean meteorological conditions in the FMA. (a) Annual cycle of 
daily total solar downward radiation (Rs↓) at the top of the atmosphere and 1991-2018 
mean daily total solar radiation reaching the surface as observed at the BLM site. (b) 
1981-2010-monthly averages of snowfall and precipitation, maximum, Tmax, minimum, 
Tmin, and daily mean temperatures, Tmean, at the Fairbanks International Airport (PAFA). 
 
the days in November, and from February to April during 1957 to 2008 [32]. 
According to the 2000 to 2009 radiosonde data, SBI occurred 67% of the time in 
winter with a mean height of 377 m; SBI occurred with one, two, three, or four 
simultaneous elevated inversions (EI) in 84.86%, 48.49%, 21.23%, and 7.99% of 
the 2326 events, respectively [33]. The first EI layer above a SBI formed under 
anticyclonic conditions at a mean height of 1249 m, under warm-air-advection 
at a mean height of 1049 m and combined synoptic situations 35.8%, 22% and 
23.4% of the time [33]. 

Data from the Global Fire Emission Database [21] showed strong year-to-year 
variation of annual totals of PM2.5 emissions from fires (e.g. Figures 3(a)-(d) 
and Figure 3(f)). Fires with low to moderate PM2.5 emissions occurred all over 
Alaska north of 60N in 1999 and 2000. Few fires burned in 2001, 2003, 2006, and 
2010 to 2014. In 2002, 2005, 2007 to 2009, and 2015 to 2016, fires occurred in 
southwest Alaska, the eastern Interior, and along the Alaska-Yukon Territory 
border. In 2017, most fires burned in the Yukon Flats and Northwest Territory 
(Canada) (Figure 3(d)). Annual totals of Alaska PM2.5 emissions from fires ex-
ceeded those for anthropogenic sources typically by several orders of magnitude 
(e.g. Figure 3). On average over the area shown in Figure 3 and 1999-2017, 
PM2.5 emissions from fires were 6985.258 ± 899.813 Gg·y−1. Looking at 
1999-2012 (time of overlapping data availability; cf. Table A1), mean PM2.5 
emissions from fires and anthropogenic sources were 378.426 ± 556.718 Gg·y−1 
and 6.985 ± 0.900 Gg·y−1, respectively. 
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(a) 

 
(b) 

 
(c) 
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(d) 

 
(e) 

 
(f) 

Figure 3. Examples of the spatial distribution of annual total PM2.5 emissions be-
tween 60N and 72N, 165W and 130W in (a) 2004, (b) 2009, (c) 2011, (d) 2017 from 
fires and (e) 2004 anthropogenic sources. Units differ among panels due to the large 
differences. Fairbanks is at 64.84N, 147.72W. (f) Annual total anthropogenic (AE) in 
metric tons and fire emissions (FE) 100 metric tons in the domain shown in (a)-(e) 
and annual sum of daily mean [PM2.5]. Units differ among curves due to the large 
differences. Note that 1 Gg = 1000 metric tons. 
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The 1999-2017 annual mean [PM2.5] was 13.2 ± 25.8 µg·m−3, i.e. below the 
current annual mean NAAQS of 15 µg·m−3. At a daily-scale, inter-annual varia-
bility was high, especially in summer (Figure 4). Cold and warm season [PM2.5] 
were 16.8 ± 12.2 µg·m−3 and 11.5 ± 40.9 µg·m−3, respectively (Table 1). As indi-
cated by the standard deviations, summer maximum concentrations can exceed 
winter maximum concentrations by more than an order of magnitude depend-
ing on the severity of upwind fires; worst air-quality conditions occurred due to 
advection of pollutants from wildfires, not anthropogenic emissions trapped 
under winter surface-inversions. Data from the first tribal-owned air-quality 
network in the Yukon Flats showed similar behavior [34].  

The high standard deviations of concentrations (Table 1) have various rea-
sons. In summer, a huge year-to-year variability exists for the location of fires 
relative to the sites, in the area burned (cf. Figure 3), the number of lightning 
strikes, the type of synoptic scale weather pattern, the levels at which the smoke 
is transported and the kind of fuel burned. In winter, emissions differed strongly 
between mild and extremely cold episodes, the number of Chinook situations, as  

 

 
Figure 4. Composite of 10/1/1999 to 3/31/2018 Fairbanks daily mean PM2.5 
concentrations and 19-year standard deviations of daily means. Legend is 
interrupted between 70 and 100 μg·m−3 and changes spacing. The World Health 
Organization (WHO) and US EPA recommended 24-h thresholds of 25 μg·m−3 [35] 
and NAAQS of 35 μg·m−3 not to be exceeded [36] are superimposed. 
 

Table 1. Means and higher moments of statistics of [PM2.5] for 2/1999 to 3/2018.  

Time frame 

[PM2.5] 

Mean  
(μg·m−3) 

Standard deviation  
(μg·m−3) 

Skewness Kurtosis 

All years 13.2 ±25.8 11.4 175 

Cold season 16.8 ±12.2 1.7 6 

Warm season 11.5 ±40.9 8.5 81 
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well as under anticyclonic vs. cyclonic conditions. Concentrations strongly va-
ried with inversion duration and surface inversion height.  

The different distributions around the means (skewness) of the warm and 
cold season [PM2.5] of 8.5 and 1.7 were due to its different sources and particle 
age (Table 1). Aerosols are formed and change during transport [11] [37]. The 
warm season kurtosis of 81 represents the outliers due to inter-annual variability 
of fires. In Fairbanks, fires made up about 33%, 60%, 83%, 43%, 9%, 25%, 57% 
and 9% of the events with 24 h-mean [PM2.5] greater than 35 μg·m−3 in 2000, 
2002, 2004, 2009, 2010, 2013, 2015, and 2017, respectively. 

3.2. Decadal to Seasonal Scale Impacts 

Previous work showed that there was a shift from a cooler to a warmer regime 
in 1976 [38]. Figures 5(a)-(d) show the monthly mean 2-m air temperatures at 
the Fairbanks International Airport for November, December January, and 
February 1930-2018. The linear temperature trends for 1930 to 1975 indicated a 
slight to notable decrease in the monthly mean 2-m air temperatures for these 
months. The same was true for 1977 to 2014/15 except February, when the li-
near temperature trend showed a slight increase. For 1977 to 2018, however, 
monthly mean 2-m air temperatures decreased only in November and January. 
All four panels show the 1976 shift from a cooler to a warmer regime. At that 
time, the PDO index switched from mainly negative to mainly positive values 
(Figure 5(e)). 

These results mean that a regime shift like in 1976 would require less heating, 
especially in January. Since no [PM2.5] monitoring existed before 2/1999, we 
examined the 1-in-3-days [PM2.5] for November, December 1999-2017, January 
2000-2018, and February 1999-2018. In those months, [PM2.5] decreased on av-
erage 1.7, 5.1, 3.2 and 1.1 μg·m−3·decade−1, respectively (Figures 6(a)-(d)). No-
vember, December and January monthly mean [PM2.5] and PDO showed weak, 
but significant, negative correlation, while February showed weak, but signifi-
cant positive correlation (Table B1).  
 

 
(a) 
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(f) 

Figure 5. Monthly mean 2-m temperatures observed at the Fairbanks International 
Airport (PAFA) between 1929 and 2018 in (a) November, (b) December, (c) January, 
and (d) February. Red and blue lines are the linear temperature trends for 
1929/1930 to 1975 and 1977 to 2018. (e) November, December, January and 
Februray means of PDO index and 2-m temperatures for 1930-2018. (f) Annually 
mean PDO and 2-m air temperatures for 1999 to 2018.  
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(d) 

 
(e) 

 
(f) 

Figure 6. Temporal evolution of 1-in-3-days 24-h mean (dots) and monthly mean [PM2.5] 
(dark blue line), monthly PDO index (orange line) and linear trend line (light blue line) 
for (a) November, (b) December, (c) January, and (d) February at Fairbanks. Linear 
trends are with respect to the daily values. Legends differ among panels. (e) Annual 
course of monthly mean [PM2.5] over all months with negative (blue) and positive (orange) 
monthly PDO-values. (f) 2/1999 to 3/2018 24-h mean [PM2.5] vs. daily mean 2-m air 
temperatures at the BLM site. Y-axis has a logarithmic scale. The pink line represents the 
4th order polynomial of y = 8 × 10−6 x4 + 0.0006x3 + 0.0241x2 - 0.341x + 6.554 with R2 = 
0.149. 
 

In the 2/1999 to 3/2018 timeframe, monthly mean PDO was more often nega-
tive than positive. The same was true for annual mean PDO (Figure 5(f)). Cold 
season monthly means of [PM2.5] and PDO had weak, positive, but significant 
correlation (Table B1). The same was true for the warm season.  

Years with negative annual mean PDO had 4.1 μg·m−3 higher annual mean 
[PM2.5] than those with positive. Whether on the monthly scale, the PDO phase 
caused increases or decreases in monthly mean [PM2.5] differed in the annual 
course (Figure 6). On average, cold season mean [PM2.5] was 1.8 μg·m−3 higher 
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for positive than negative PDO (Table B2). Warm season mean [PM2.5] was 3.1 
μg·m−3 higher for positive than negative PDO (Table B2). Wildfires and subsi-
dence inversions occur more often in warm than in cool summers. Subsidence 
inversions reduce the volume in which pollutants accumulate. This means that 
even when there were no emissions the mass of pollutants per cubic meter in-
creased (see also section 3.6). Consequently, warm season mean [PM2.5] in-
creased.  

Positive correlation between temperature and PDO and the negative correla-
tion between temperature and emissions together with the trend of decreasing 
temperature (e.g. Figure 5(d)) suggest some caution in drawing conclusions 
about attainment or non-attainment. For example, the sudden PDO shift in 1976 
went along with an increase of monthly mean temperature up to more than 6 K 
(Figure 5(c)). However, monthly mean [PM2.5] decreased non-linearly with in-
creasing monthly mean temperature until 10˚C or so was reached (Figure 6(f)). 
Thus, looking at just five years in assessing the success/failure of emis-
sions-control measures and deciding on compliance might be too short in re-
gions where a sudden shift in regime like in 1976 may occur. 

Looking at 2/1999 to 3/2018, no significant correlation existed between 
monthly means of NP and [PM2.5]. However, in November and December, NP 
and [PM2.5] had moderate, but significant correlation (Table B1). In January and 
February, weak, negative, but still significant correlations existed. Marginal and 
weak (both significant at 95% confidence or higher), negative correlations oc-
curred during the warm and cold season, respectively (Table B1).  

During 2/1999 to 3/2018, mean [PM2.5] were 19.8, 2.1, 8.0 and 3.2 µg·m−3 for 
months with NP < 1000, 1000  ≤ NP < 1010, 1010 ≤ NP < 1020, and ≥1020 hPa, 
respectively. These findings suggest that a strong northward migration of the 
polar front with strong ridges over Alaska as well as low pressure systems over 
the North Pacific both provided favorable synoptic scale conditions for poor air 
quality in the FMA (Figure 7(a)). Since the FMA is at the northeastern edge of 
the area for which the NP is defined, low pressure over the North Pacific means 
that the FMA is influenced by the semi-permanent Canadian High. In both cas-
es, subsidence inversions contributed to low air quality. On average, annual 
[PM2.5] was 5.5 µg·m−3 higher in years with NP < 1012 hPa than other years 
(Table B2). In the former case, the weather in the FMA was governed more of-
ten by the semi-permanent Canadian High, i.e. storms passed farther south; 
while in the latter case, the Hawaiian High was strong shifting the tracks of 
Aleutian Lows northward. 

During 2/1999 to 3/2018, annual mean [PM2.5] was 3.6 µg·m−3 lower in years 
with positive than negative SOI (Table B1). In months with positive SOI, 
monthly mean [PM2.5] were on average 2.5 µg·m−3 lower than in months with 
negative SOI (Figure 7(b)). 

On average over 1999-2018, monthly mean [PM2.5] decreased with increasing 
monthly mean temperatures up to about 10˚C and increased steeply above this  
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(a) 

 
(b) 

Figure 7. November and December 1999-2017 climatology of (a) monthly means of 
NP-950 hPa and [PM2.5], and (b) monthly and annual means of SOI and 0.1 [PM2.5].  
 
value (cf. Figure 6(f)). Typically, monthly mean [PM2.5] increased with increas-
ing monthly means of relative humidity due to swelling of aerosol under wet 
conditions. The increase was steepest for monthly means of minimum relative 
humidity.  

At the State Office Building (SOB), in all years and on 2005-2014 average, 
carbon (OC + EC) contributed the most to the total [PM2.5], followed by sulfate. 
Carbon, sulfate, ammonium, nitrate, non-metals and metals made up about 
37%, 34%, 14%, 10%, 4% and 1% of the PM2.5, respectively. The 2005-2014 
(some missing data) mean PM2.5 (9.9 ± 12.2 µg·m−3) composition included about 
0.6 ± 0.6 µg·m−3 nitrate, 0.8 ± 1.1 µg·m−3 ammonium, 0.9 ± 0.9 µg·m−3 elemental 
carbon, 4.7 ± 6.2 µg·m−3 organic carbon, 1.8 ± 2.1 µg·m−3 sulfate, 0.4 ± 0.3 µg·m−3 
metals and 0.7 ± 0.8 µg·m−3 non-metals, i.e. inter-annual variability of species 
was of similar magnitude than their means. The reasons were the same as al-
ready discussed for the inter-annual variability of daily mean [PM2.5].  

Except for metals, the 2005-2014 speciation climatology showed distinct sea-
sonality and annual courses (Figures 8(a)-(e)) due to the different emissions 
sources, their strengths and fractional contribution to emitted PM2.5 and pre-
cursor gases as well as weather conditions. Interestingly, significant correlation 
(95% confidence or higher) existed between sulfate, ammonium and non-metals 
(Figure 8(f)). Except metals and OC, all PM2.5 species concentrations increased 
as temperatures decreased in fall, peaked in January (coldest month), and de-
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creased as temperatures increased (compare Figure 2(b), Figure 8(e)). Organic 
carbon had a secondary peak in July due to fires and small contributions from 
biogenic emissions. Its concentrations were smallest in late spring and early fall. 
In late spring, the fire season has not yet started and spatial heating by wood is 
already reduced. In early fall, the fire season is already over or slowing down and 
space heating is still sparse. 

Non-metals hardly varied among years for April to September and year-to- 
year differences were largest in December (Figure 8(e)). EC showed lowest in-
ter-annual variability in April and May, and slight variability in summer. In fall, 
EC inter-annual variability increased to peak in December. OC showed largest 
inter-annual variability in August due to rain and second largest in December. 
OC barely varied among years during breakup (April, May).  

 

 
(a) 

 
(b) 
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(d) 

 
(e) 

 
(f) 

Figure 8. Fairbanks 2005-2014 1-in-3-days mean [PM2.5] speciation climatology (a) 
spring, (b) summer, (c) fall, (d) winter, (e) mean annual course and (f) correlation 
between sulfate and non-metals as well as ammonium. 

 
Inter-annual variability of nitrate and ammonium peaked in February with 

NH4 varying strongest. A small secondary peak occurred in August. Both [NO3] 
and [NH4] varied least among years from April to June and in September. While 
in the cold season, monthly means and inter-annual variability of [NO3] were 
lower than for [NH4], the opposite was true in the warm season. Sulfate varied 
strongest among years in December, and least from April to September. This 
behavior hints at oil-fired furnaces and temperature being major influences for 
inter-annual variability of sulfate. 
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The lower [NH4] in summer than all other seasons (Figures 8(a)-(e)) can 
result from hydro-thermodynamic-caused shifts in the system HNO3-NH3- 
NH4NO3-sulfate. When air temperature rises above 15˚C and relative humidity 
decreases below 60% on sunny summer days under high nitric acid (HNO3) to 
ammonia (NH3) ratios (HNO3/NH3 > 3), ammonium nitrate (NH4NO3) disso-
ciates to 3NO−  and 4NH+  particles, and HNO3 is in the gas phase [39] [40].  

Thermodynamic conditions cooler and wetter than 14˚C and 60%, respec-
tively, limit the chemical reactions of the system [39] [40]. They favor ammo-
nium-nitrate formation on sulfate- and/or carbon-dioxide-containing particles. 
When the concentrations of the latter particles is high (35 - 85 µg·m−3), the 
[HNO3] and [NH3] decrease [39] [40]. 

Metals showed a non-linear relationship to relative humidity in January, 
April, May, and November. 

For all years, only monthly total insolation at the surface showed a notable (R2 
= 31%) correlation with monthly mean [PM2.5] (Table B3). During winter, met-
als, sulfate, nitrate, and OC had a nonlinear relationship with solar radiation 
reaching the surface. In winter, when insolation and temperatures are low 
(Figure 2) burning of old motor oil for heating of shops releases metals. The rest 
of the species showed a linear relationship during summer and winter. In winter, 
emissions from cold starts, driving short distances and heating increase [NO2], 
[SO2] and [OC]. At below freezing temperatures and high relative humidity (> 
70%), NO2, SO2, and NH3 are taken up in super-cooled droplets. Here non-linear 
aqueous phase processes occur [11] [37]. Typically, kinetic rate constants in-
crease exponentially. 

In the cold season, monthly total solar radiation at the surface, and monthly 
means of wind speed, 2-m air temperature, maximum and minimum tempera-
tures correlated negatively, moderately to weakly with mean [PM2.5], but at 95% 
or higher confidence (Table B3). Species concentrations were higher at low 
wind speeds in winter than in summer. In the warm season, monthly means of 
10-m wind speed and [PM2.5] correlated the strongest. However, the paired 
two-tailed t-test indicated a 95% probability of an accidental correlation.  

Monthly mean maximum fuel temperature was weakly, and monthly mean 
minimum relative humidity was negatively correlated with [PM2.5]. Both correla-
tions were significant at 95% confidence. Low relative humidity during April 
and September promoted increased [PM2.5]. Low moisture enables more efficient 
radiative cooling, formation of temperature inversions and therefore, accumula-
tion of emitted pollutants. Monthly accumulated precipitation and mean [PM2.5] 
as well as daily soil moisture and [PM2.5] were uncorrelated. The latter confirms 
that uptake of soil material by wind seldom contributed to [PM2.5] in the FMA.  

EOF analysis is strictly mathematical [29], i.e. it is not statistical and not based 
on physics. It provides orthogonal time series and orthogonal patterns. The lat-
ter are a function of the variable domain. Since they may resemble physical 
modes of the system, we computed EOFs with a correlation matrix [30] using 
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the 2010 to 2017 daily [PM2.5] and meteorological quantities by removing the 
appropriate means and calculating the correlation matrix using anomalies. This 
analysis revealed the following: In the annual course, the eigenvalues of the first 
EOF for relative humidity were positive when those for temperature were nega-
tive and vice versa except for November to February. During these month, tem-
perature and relative humidity eigenvalues verified the same sign, but opposite 
to the sign of the PM2.5 eigenvalues. In March and October, the signs of the tem-
perature, wind speed and insolation eigenvalues were positive, while those of 
relative humidity and PM2.5 were negative. In April and September the opposite 
was true. Except for May to July eigenvalues of wind speed and insolation were 
of same sign either positive or negative. 

The first three EOFs of daily total insolation, means of temperature, wind, rel-
ative humidity, and [PM2.5] explained 57%, 17% and 15% of the data. This find-
ing suggests that external forcing by insolation and by synoptic-scale conditions 
on mesoscale features like radiation inversions and subsidence inversion go-
verned the air quality of the FMA. Plots of the first EOF-eigenvalues of PM2.5 vs. 
other meteorological variables suggested little impact of relative humidity on 
[PM2.5]. On the monthly scale, the first EOF varied among months explaining 
between 37% and 51% of the data. On the seasonal scale, the first EOF explained 
39%, 56%, 42%, and 56% of the data in DJF, MAM, JJA and SON, respectively. 
This means drivers for air quality differed among seasons. 

We also calculated the EOFs by removing the appropriate means and calcu-
lating the covariance matrix using anomalies. To normalize the EOFs to one, we 
divided them by the square root of the associated eigenvalue [30]. Multiplication 
with 100% provides the percentage attributed to the respective EOF. The first, 
second and third EOF of 2010 to 2017 daily means of insolation, temperature, 
wind, relative humidity, and [PM2.5] explained 94%, 5% and less than 1% of the 
data. On monthly scale, the first EOF varied among months explaining between 
49% and 98% of the data. The first EOF had the largest eigenvalues for insolation 
except for June, July and December when they were negative. On seasonal scale, 
the first EOF explained 49%, 98%, 81%, and 90% of the data in DJF, MAM, JJA 
and SON, respectively. Together these results mean that DJF [PM2.5] is hardest to 
predict. 

On the cold seasonal scale, the FFT revealed that high mean [PM2.5] coincided 
when the first and second amplitude were in sync and the third was in sync or at 
least high.  

3.3. Impact of Daily Meteorological Conditions 

Wildfire smoke impacts the radiation budget [41]. Over 2/1999 to 3/2018, daily 
[PM2.5] showed weak, negative, but significant correlation to daily total solar 
radiation at the surface (Table B3). At daily mean temperatures below −20˚C, 
[PM2.5] were clustered below 20 μg·m−3 (e.g. Figure 6(f)). Warm season daily 
mean [PM2.5] were clustered below 5 μg·m−3 for temperatures below 10˚C.  
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On 2005-2014 average, 1-in-3-days ammonium, sulfate, EC, OC and non- 
metals concentrations correlated significantly and negatively with daily mean 
temperatures (Table B3). Correlation with daily minimum temperatures was 
significant for all species at 95% confidence. Except for [OC] the same was true 
for daily maximum temperatures. In the cold season, even though the correla-
tions were low, all 1-in-3-days species correlated with 95% confidence with daily 
mean, minimum and maximum temperatures. Except nitrate, species concentra-
tions correlated the highest with daily mean 2-m temperatures followed by 
minimum and maximum 2-m temperatures. Nitrate correlated the strongest 
with daily maximum temperatures (−0.364). In the warm season, a marginal, 
positive, but significant correlation existed between daily maximum tempera-
tures and metals, and for [OC] with daily mean and minimum temperatures 
(Table B3). 

A strong correlation existed between temperatures below −20˚C and some 
PM2.5 species (Table B3). Here sulfate was prominent due to increased emissions 
of primary sulfate and SO2 precursors from power generation and heating. As 
temperature increases, gas-to-particle conversion slows down [37].   

At high relative humidity, the uptake of water vapor by aerosols promoted 
particle growth. Thus, [PM2.5] decreased as particles shifted towards diameters 
larger than 2.5 µm. Ammonium and sulfate peaked at lower daily mean relative 
humidity than nitrate. The fraction of metals thrived during April and Septem-
ber on days when relative humidity was less than 75%. 

In winter, species concentrations were higher (up to 4 μg·m−3 for all species, 
except sulfate with a maximum of about 10 μg·m−3) under calm wind conditions 
than for wind speeds ≥ 0.5 m·s−1. Ammonium showed a linear relationship with 
wind speed, while non-metals, EC, sulfate, metals, and OC showed nonlinear re-
lationships. Nitrate had a distinct nonlinear relationship with wind speed during 
December. Of course, the chemical hydro-thermodynamic processes of the sys-
tem HNO3-NH3-NH4NO3-sulfate partly played a role. In addition, as wind speed 
increases, so does mixing. Segregation close to emission sources that may limit 
chemical hydro-thermodynamic processes [42], has less impact on the reactions 
at high than low wind speeds [42].  

We calculated the correlation between wind directions and concentrations 
using all available wind direction data, i.e. not individual wind-direction sectors. 
No significant correlation was found except for NO2 with R = −0.179 (Table 
B3). Nitrate barely depended on wind direction, while ammonium and sulfate 
both peaked in the sectors 135˚ - 225˚ and 270˚ - 340˚ (Figure 9(d)). At all sites, 
also [PM2.5] increased when wind came from these directions (Figure 9(e)). In-
terestingly, cold season [O3] was low for these sectors as well. In these broader 
sectors, the only potential sources for ammonium- and sulfate-aerosol precur-
sors are NH3 and hydrogen sulfide (H2S) emitted from hot springs. The forma-
tion of SO2 from H2S destroys O3 [43] (see Section 3.5 for details). 

Sulfate has a higher mass than nitrate causing the fraction of PM2.5 to increase 
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(e) 

 
(f) 

 
(g) 

Figure 9. 2005-2014 mean speciation of PM2.5 and PM2.5 relationships to meteorology of 
(a) selected species vs. temperature, (b) 2007-2018 PM2.5 from all sites vs. mean wind 
speed in 0.01, 0.1 and 0.5 m·s−1 bins and respective polynomial fits (lines) of y = −0.608x5 
+ 7.3687x4 − 32.671x3 + 64.099x2 − 54.139x + 22.49, y = −0.7683x5 + 9.3061x4 − 41.213x3 + 
80.951x2 − 68.613x + 26.253, y = −0.2393x6 + 2.0569x5 − 2.6148x4 − 21.151x3 + 74.983x2 − 
82.772x + 32.427 with R2 of 0.512, 0.808, 0.940, (c) 2011-2014 SO2, sulfate vs wind 
direction in 5˚ sector bins, (d) 2005-2014 climatology of nitrate, sulfate, and non-metals 
(NM) vs. wind direction in 5˚-sector bins, (e) 2007-2017 PM2.5 at all sites in the FMA and 
mean over all sites as function of wind direction in 5˚-sector bins, (f) 2007-2017 mean 
PM2.5 averaged over all sites in the FMA as a function of wind direction. (g) Warm and 
cold season O3 vs. wind direction. Lines are 5-values running means.  
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proportionally with increasing fraction of sulfate. Comparison of the average 
[PM2.5] with its fraction without NO3 revealed that the latter was much lower 
during winter than summer. This means that wood stoves are major contribu-
tors of nitrate and secondary aerosols formed from nitrogen oxides and other 
fine particulate matter. 

A nonlinear relationship with temperature occurred for nitrate in February, 
April, October, and December, for sulfate from November to February and in 
April, for ammonium from January to March, and for metals from December to 
March. A nonlinear relationship with temperature existed for metals from May 
to August. Sulfate increased when temperatures were below −20˚C. Nitrate, 
ammonium, sulfate, EC and non-metal concentrations correlated about 37%, 
40%, 49%, 30% and 46% with temperature (Table B3). Below 10˚C, OC in-
creased with decreasing daily mean temperature. This behavior is due to in-
creasing emissions from space heating as temperatures drop. Above 10˚C, OC 
increased with daily mean temperature which can be explained by increasing 
emissions from wildfires. In August, the rainiest month (Figure 2(b)), rain over 
several days and decreasing temperatures may lead to onset of space heating. 
The amount of metals increased when relative humidity was less than 75%. 

Precipitation showed weak negative, but significant correlation with NO2, O3, 
SO2, CO and PM2.5 (Table B3) due to uptake into drops, washout and scaveng-
ing.  

3.4. Spatial Distribution 

Mobile [PM2.5] measurements and measurements performed at various sites for 
a cold season or more, revealed the impact of local emissions [44]. Figure 10 
displays a spatial composite of cold season mean [PM2.5] from measurements at 
the sites. Note that mobile measurements suggested an additional hot spot be-
tween Fairbanks and North Pole [44] [45]. 

The [PM2.5]-relative humidity relationships differed among sites (Table 2). At 
the Hurst Rd (HR), Riverboat Discovery (RD), SOB and Badger Rd (BR) sites, 
negative and positive correlation existed for maximum and minimum relative 
humidity, respectively, and mean relative humidity showed no correlation ex-
cept at the RD site. Unlike for most sites, at the RD site, measurements contin-
ued over summer to assess the impact of ship emissions. June 1 to September 15, 
2013, 24 h-mean [PM2.5] was 11.4 µg·m−3.  

At the Water Stillmeyer (WS) and Wood River Elementary School (WRES) 
sites, [PM2.5] increased when relative humidity decreased and vice versa (Table 
2). This means coarse particles greater than 2.5 µm in diameter shrunk and con-
tributed to [PM2.5] as relative humidity decreased. Once relative humidity in-
creased particles grew to greater than this threshold contributing to particulate 
matter of 10 µm in diameter or less. This finding suggests that the dry aerosol 
was relatively large in diameter. In the WS and WRES neighborhoods, wood 
burning dominated. 
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Figure 10. Composite of spatial distribution of cold season mean [PM2.5] observed at the 
sites (black dots) in the FMA. The red polygon shows the non-attainment area. 

 
Table 2. Correlation coefficients, R, of daily accumulated short-wave downward radiation received at the surface Rs↓, daily mean 
2-m T, maximum Tmax and minimum Tmin air temperatures as well as daily mean, maximum and minimum relative humidity RH, 
RHmax, RHmin, daily mean wind speed v, gust wind speed vgust, and wind direction, dir observed at the BLM site with 24 h-mean 
[PM2.5] at selected sites in the FMA since 1/1/2007. Bold values indicate significant correlations at 95% confidence according to a 
pair two-tailed t-test. All available data were used, i.e. correlations represent different observation periods and sample sizes (See 
Table A2 for details). SOB, PR, AC, WCS, RD, WRES, CPR, HR, BR, and WS are the State Office building, Pioneer Rd, Artisan 
Courtyard, Watershed Charter School, Riverboat Discovery, Wood River Elementary School, Chena Pump Rd, Hurst Rd, Badger 
Rd and Water Stillmeyer sites. See Table B3 for correlation of [PM2.5] in the warm and cold seasons. Note that Table B3 lists the 
correlations for the SOB for 2/1999 to 3/2018. 

Quantity 
BLM site weather parameter correlation with [PM2.5] 

SOB PR AC RD WRES WCS FMB CPR HR BR WS 

Rs↓ −0.377 −0.075 −0.307 −0.407 −0.410 −0.214 −0.540 0.061 −0.380 −0.336 −0.304 

v −0.332 −0.056 −0.476 −0.372 −0.446 −0.329 −0.252 −0.560 −0.372 −0.410 −0.436 

Dir −0.010 0.012 0.371 −0.103 0.158 0.079 −0.180 0.397 −0.035 0.096 0.144 

vgusts −0.409 −0.063 −0.557 −0.538 −0.515 −0.306 −0.362 −0.602 −0.482 −0.453 −0.514 

T −0.532 0.034 −0.476 −0.548 −0.741 −0.574 0.069 −0.371 −0.579 −0.525 −0.699 

Tmax −0.518 0.032 −0.476 −0.534 −0.718 −0.522 0.034 −0.339 −0.562 −0.450 −0.677 

Tmin −0.507 0.049 −0.412 −0.521 −0.644 −0.556 0.199 −0.379 −0.551 −0.427 −0.638 

RH 0.034 0.078 0.428 0.045 −0.303 −0.425 0.385 0.201 0 0.136 −0.305 

RHmax −0.394 0.032 0.018 −0.439 −0.532 −0.476 0.310 0.103 −0.445 −0.111 −0.578 

RHmin 0.226 0.045 0.613 0.235 −0.006 −0.211 0.304 0.357 0.250 0.272 0.050 

 
At the FNSB Maintenance Building (FMB) and Chena Pump Road (CPR) 

sites, [PM2.5] increased with relative humidity. This finding suggests compara-
tively smaller particles than at WS and WRES. In the WS and WRES area, wood 
burning dominates space heating. 

At all sites, significant correlation existed between [PM2.5] and mean temper-
atures (Table 2). Nevertheless, the correlation was only moderate except for the 
downtown sites (SOB, PR, FMB) where it was weak-to-marginal. In downtown, 
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many buildings are heated by steam, i.e. increased emissions from spatial heat-
ing when temperatures dropped occurred elsewhere. The heat island effect [46] 
may also be a contributor. For instance, the 2005 October to December mean 
temperature was 1.8 K higher at the SOB than at the BLM site with a correlation 
coefficient, R = 0.949. Recall the observations at the BLM site served as a proxy 
for the synoptic scale conditions.  

Absolute values of correlation coefficients, R between meteorological quanti-
ties and [PM2.5] were the smallest at the UAF experimental Farm (therefore not 
listed). This site is at the inflow from a clean air-shed. At the FMB site, absolute 
values of correlation coefficients were low for all meteorological quantities ex-
pect daily accumulated radiation (Table 2). Daily mean temperatures correlated 
the highest with [PM2.5] at the WRES and WS sites. In the areas around the 
WRES and WS sites, wood burning is the major heating source.  

3.5. Relations between Reactants of Precursors, Precursors and  
Particle Species 

In the cold season, [O3] were on average low. Ozone concentrations increased as 
the length of daylight increased (compare Figure 2(a), Figure 11(a)). The high 
albedo of snow supported photolysis. From mid-April to solstice [O3] were typi-
cally around 38 ppb. Thereafter, [O3] decreased as daylight time decreased (cf. 
Figure 2, Figure 11(a)). In fall, a snow cover temporally can increase photolysis 
rates leading to a slight increase in [O3]. This behavior was found also for other 
high latitude cities [47].  

Over the entire period, significant, but weak (R = −0.347) and marginal (R = 
0.180) correlation occurred between [PM2.5] and [O3] as well as between [CO] 
and [PM2.5], respectively (Table 3). The negative relationship between [PM2.5] 
and [O3] is due to the former being the major winter pollutant when insolation 
and hence ozone formation is low. This means the FMA is a perfect testbed to 
examine health impacts of [PM2.5] without high concentrations of cofounding 
O3. 
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(d) 

Figure 11. Composites of annual mean courses of precursor gases, selected 
reactants and aerosols (a) [NO2], [O3] and [Ox] where due to lack of other data the 
simple approximation Ox~O3 + NO2 is adopted. Lines are 10 per moving average. (b) 
[NO2], [SO2], ammonium, nitrate and sulfate for 7/1/2014 to 12/31/2014, the time 
for which data existed for all five species. Y-axis is logarithmic. All composites 
encompass data available during overlapping periods of the respective species. (c) 
[NO2], [SO2], ammonium, nitrate and sulfate concentrations as a function of daily 
minimum temperature with trendlines, their equations and R2 superimposed. The 
trend is linear for SO2, for which the trendline shows curved on the logarithmic 
X-axis. (d) Annual course of [SO2] and sulfate concentrations. 
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Table 3. Correlation coefficients, R, of precursor gases with their aerosols, gases reacting with each other as well as gases 
co-emitted. To maximize the size of the samples, #, all data for times that a respective pair of species had in common were used. 
This means that the correlations represent different periods and that the sample sizes differ. For availability of the various species 
see Table A2. All correlation were significant at 95% confidence or higher according to a paired two-tailed t-test. Correlations and 
sample size for 7/1/2014 to 12/31/2014 is given in Italic. 

Correlations and sample sizes 

Species SO4:SO2 SO4:NH4 SO4:O3 SO2:O3 NO3:NO2 NO2:NH4 NO2:O3 NO2:CO CO:EC CO:OC NO3:NH4 

R 0.666 0.914 −0.369 −0.419 0.120 0.169 −0.401 0.723 0.495 0.581 0.772 

# 393 1114 1261 2237 60 56 1713 1287 1350 1353 1117 

R 0.907 0.982 −0.544 −0.427 0.120 0.169 −0.029 0.480 0.495 0.791 0.772 

# 61 62 60 179 60 56 58 178 62 62 62 

 
[NO2] was lowest at the end of August due to scavenging by rain, increased in 

September due to biogenic emissions from soils and showed a secondary mini-
mum once a snow cover established (compare Figure 2(b), Figure 11(a)). As 
temperatures dropped, [NO2] increased due to increasing emissions from cold 
starts and short distance traffic as well as idling of diesel vehicles. [NO2] showed 
a moderate, negative, but significant correlation with [O3] (Table 3). This find-
ing suggests that due to the high albedo of snow on clear days even despite the 
low Sun, photolysis dissociates NO2 to O and NO during the short daylight 
hours. Subsequently, the O reacts with O2 in the presence of a third molecule to 
form O3. The negative correlation of NO2 vs. O3 may also reflect the role of NO 
and VOC on O3 near the surface to a certain degree. 

Measurements of all precursor gases and aerosols overlapped only for six 
months (cf. Table A2). Despite NO2 is a precursor to nitrate aerosol, their posi-
tive correlation was weak, although significant (Table 3). 

Unfortunately, no observation data on NH3, a precursor gas for NH4, were 
available. Ammonia can neutralize atmospheric acidic substances such as sul-
furic acid (H2SO4) and HNO3 [11] [37]. Current qualitative understanding of the 
ammonium-sulfate-nitrate systems is that NH3 has a greater affinity for H2SO4 
than for HNO3. All H2SO4 takes up available 2 NH3 to form ammonium-sulfate 
((NH4)2SO4) before any remaining NH3 reacts with HNO3 to ammonium-nitrate 
(NH4NO3) [37]. This means the heavier (NH4)2SO4 (132 g·mol−1) forms before 
the lighter NH4NO3 (72 g·mol−1) does. 

Important sources of NH3 are life stock, emission from soils due to ammoni-
fication of humus, losses of NH3-based fertilizers from soils, and industrial emis-
sions [11]. In the FMA, [NH4] is much higher than expected from the low pres-
ence of life stock, agriculture and industry. A study showed that biomass burn-
ing in Eastern Europe caused high deposition of NH4 in northern Fennoscandia 
[48]. Thus, as long as no snow cover exists re-uptake of wildfire-related depo-
sited NH4 might be an unaccounted for source. Another study showed that pets 
are substantial sources of NH3; dogs, for instance, emit between 0.346 and 1.333 
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kg NH3 per year with a mean of 0.974 kg·y−1 [49]. In the outskirts of the FMA, 
many dog kennels exist with often more than ten animals.  

On average, daily maximum [SO2] was larger in winter than summer (Figure 
11(c)). Mean JJA maximum [SO2] was 5.4 ppb ranging between 3.3 and 9.5 ppb, 
while December, January and February values were 21.8, 14.6 and 32.3 ppb, re-
spectively. Mean JJA and DJF sulfate concentrations were 0.39 (0.03 - 1.32) and 
3.5 (0.7 - 10.9) µg·m−3, respectively. The increased winter [SO2] was due to emis-
sions from space heating and increased power generation.  

Sulfate concentrations were also lower in summer than winter (Figure 9(f), 
Figure 11(b), Figure 11(d)). The mean SO2 to sulfate ratio was nearly 1:16 in 
summer vs. 1:8 in winter despite gas-to-particle conversion increases with de-
creasing temperature (Figure 2(a), Figure 11(d)). Gas-to-particle conversions 
take time, for which sulfate concentrations showed a lower increase than [SO2]. 
Since SO2 emissions and gas-to-particle conversion are lower in summer than 
winter (Figure 11(d)), the high summer ratio suggests that some sulfate stems 
from advection as sulfate aerosols form during transport [14] [37]. WRF/Chem 
simulations showed that in the Interior, under typical winter conditions, notable 
sulfate aerosol concentrations occurred about 100 km or so from the SO2-emission 
sources [14]. 

Available sulfate, wind direction and SO2 data overlapped for 8/19/2011 to 
12/31/2014 (cf. Table A2). Daily means of sulfate and maximum [SO2] corre-
lated 44.3% (R = 0.666) (Table 3). Both sulfate and [SO2] also showed marginal, 
but significant correlation with wind direction (Table B3). Even stronger rela-
tions between [PM2.5], sulfate and wind direction were found for the North Pole 
and Peger Rd winter speciation data (Figure 12(a)). As aforementioned, [PM2.5] 
went up when wind blew from certain sectors (Figure 9(e)). These findings also 
hint at [SO2] sources in the far-field. Note that the downtown site might be af-
fected by sulfate emissions from the coal-burning downtown power plant, which 
would explain the enhanced variability as compared to the other sites (Figure 
12(a)). 
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(f) 

Figure 12. 5˚-sector mean concentrations of (a) sulfate, (b) ammonium vs. wind 
direction as observed in 2008/09 at three sites in the FMA in the 2008/09 cold season. 
September to April 5˚-sector mean [PM2.5] vs. wind direction at the villages of (c) Beaver, 
(d) Chalkyitsik, (e) Circle and (f) Ft. Yukon. See Figure 1 for locations. Wind direction 
sectors marked with red and blue bars indicate wind direction sectors for which the sites 
are in the downwind of the village and hotsprings, respectively.  

 
Sulfate correlated less with its precursor SO2 than with ammonium (Table 3). 

The high positive correlation between sulfate and ammonium suggests a com-
mon source. Fires emit PM2.5 and its precursor gases NO2, VOC, and NH3 as well 
as small amounts of SO2. However, in the FMA, observed [NH3] were typically 
lower than sulfate concentrations in both summer and winter (cf. Figure 8(g), 
Figure 11(b)). Furthermore, in 2005 to 2014 (period of speciation data), wild-
fires burned in different directions from the FMA (cf. also Figure 4). Thus, 
emissions from wildfires fail to explain the distinct preference for elevated con-
centrations for specific wind sectors. Since the fire season is May thru Septem-
ber, wildfires also fail to explain the winter correlations (Figure 10(a)). 

In the cold season 2008/09, wind direction and sulfate showed low, but signif-
icant correlation at the Fairbanks (R = 0.142), North Pole (R = 0.058) and Peger 
Rd (R = −0.103) sites (cf. Figure 8(g), Figure 11(a)). The different signs are due 
to local primary emissions dominating the PM2.5 composition. Using only data 
for wind directions of elevated concentrations (defined here as mean plus one 
standard deviation) yielded R = −0.193, R = −0.185, R = −0.167 for wind direc-
tions and sulfate (all significant at >95% confidence). Correlations between these 
wind directions and elevated ammonium were smaller than for sulfate, but sig-
nificant as well.  

The correlation of sulfate concentrations observed for these directions at dif-
ferent sites were R = 0.890, R = 0.873 and R = 0.764 for the Fairbanks vs. North 
Pole, North Pole vs. Peger Rd, and Peger Rd vs. Fairbanks sites (at 95%, 90% and 
90% confidence), respectively. Correlation coefficients for ammonium were R = 
0.759, R = 0.699 (both significant), and R = 0.772 (non-significant) for these 
pairs of sites. For correlations of other species among these three sites during the 
2008/09 cold season see Table B4. 

Ozone concentrations showed distinct differences with wind direction for 
both the warm and cold season (Figure 9(e)). In the ENE to W sectors, cold 
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season [O3] was much lower than in the other sectors. This finding hints at an 
O3-sink for these directions. In the warm season, the long daylight accelerates 
photolysis. Biogenic VOC emissions from the boreal forest and soils as well as 
wildfires may contribute to O3 formation. The stronger mixing during the warm 
than cold season also may contribute to the difference seen between these sea-
sons. 

There are 10 hot springs within less than 180 km of Fairbanks in the WNW 
and ENE to ESE sectors (Figure 1). Besides minerals these geothermal sites hold 
sulfate and ammonia; the 1912, 1917, 1972 and 1992 analyses of the healing wa-
ter at Chena Hot Springs, for instance, indicated 89, 78, 68, and 56.1 ppm sulfate 
dissolved in water, respectively; in 1972, 2.7 ppm ammonia dissolved in the 
healing water were reported [50].  

Only few studies on gases emanating from hot springs exist. Gas samples col-
lected at hot springs in Yellowstone Park never contained detectable amounts of 
SO2, but all contained H2S [51]. This finding is consistent with the higher water 
solubility and lower pK of SO2 than H2S (1.9 vs. 6.88). Many gas samples also 
contained notable amounts of NH3 [52].  

In the atmosphere, H2S oxidizes to SO2 [51]. According to thermodynamic 
results, reaction of H2S with O3 produces SO2 + H2O with the lowest value of 
Gibbs energy (ΔG˚  =  −645.84  kJmol−1) aka free enthalpy [43]. Cold season [O3] 
was on average lower when winds came from the directions of hot springs 
(Figure 9(g)). In the warm season, biogenic emissions yield large amounts of 
VOC, which also reacts with O3. Furthermore, NO from photolysis affects [O3]. 
These differences in potential reaction paths can explain the quite different be-
havior of O3 as a function of wind direction.  

In the 2005-2014 speciation climatology (Figure 8(f)), nitrate and ammonium 
as well sulfate and ammonium correlated nearly 60% (R = 0.772) and 84% (R = 
0.914), respectively (Table 2). Ammonium and sulfate correlated with 
non-metals nearly 89% (R = 0.941) and 92% (R = 0.957). Hot springs are known 
to degas bromine and selenium—both are non-metals. 

Unfortunately, at none of the known Interior hot-springs, gas measurements 
were performed. However, at Chena, Manley, Tolovana and Hutlinana Hot 
Springs slight H2S odor has been observed.  

We analyzed the [PM2.5] collected in the Yukon Flats for September 2017 to 
April 2018 [34]. The sites at Beaver (population of 84) and Circle (population of 
104) are close to the Dall and Circle Hot Springs (Figure 1). At Beaver, slightly 
elevated [PM2.5] occurred for winds from the 45˚ to 60˚ and 130˚ to 225˚ sectors 
(Figure 12(c)). The sector between about 130˚ and 180˚ is downwind of hot 
springs, while the other sectors with elevated [PM2.5] are due to the village. At 
Circle, elevated [PM2.5] were observed for the sectors around 200˚ and 130˚ that 
correspond to the major directions of downwind hot springs (compare Figure 1, 
Figure 12(d)). Despite Chalkyitsik (population of 69) and Ft. Yukon (popula-
tion of 583) are farther away from hot springs than Circle and Beaver, [PM2.5] 
were slightly elevated when the winds blew from the directions of hot springs 
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(Figure 12(e) and Figure 12(f)). The peak at around 270˚ for Ft. Yukon was re-
lated to the airport where huge cargo planes and small aircrafts of several airlines 
take off/land once a week and daily, respectively. In September, the Canadian 
border fire still burned and caused the peak in [PM2.5] around 300˚ observed at 
Chalkyitsik [34]. 

Based on 1) the similar water composition of the Interior and some Yellow-
stone hot springs, 2) the presence of H2S at Interior hot springs, 3) the findings 
at the sites of the Tribal Air Quality Network in the Yukon Flats, and the fact 
that when the FMA was in the downwind of hot springs 4) elevated sulfate and 
ammonium concentrations and 5) elevated [PM2.5] occurred at all sites in the 
FMA concurrently (Figure 9(c), Figure 12(a) and Figure 12(b), 6) the high 
correlation between ammonium, sulfate and non-metals (Table 3), 7) the twice 
as high SO2 to sulfate ratio in summer when [O3] are up, than in winter when 
[O3] are low (Figure 11), 8) the moderate, negative, but significant correlation 
between sulfate and ozone (Table 3), and 9) the reduced [O3] in the wind-direc- 
tion sectors where sulfate concentrations were elevated (Figure 11(e)), as well as 
10) the results from WRF/Chem studies [14], one may assume that some of the 
sulfate and ammonium aerosols might have geothermal origin. 

3.6. Short-Time Scale: Examples of Typical Winter Weather  
Conditions  

The cases of late January into February 2008 and late December 2008 into Janu-
ary 2009 are examples of the fate of [PM2.5] during several days of extremely cold 
weather (Figure 13). The low near-surface temperatures boosted heating and 
increased emissions. The calm wind (not shown) meant low ventilation and the 
temperature inversions strengthened (Figure 13(a) and Figure 13(b)). The in-
versions capped the near-surface air layers and hindered the exchange of pol-
luted air with less polluted air aloft. Gaseous and particulate matter accumulated 
in the stagnant air (Figure 13(c) and Figure 13(d)). According to the radi-
osonde soundings (Figure 13(b)), a light destabilization of the near-surface layer 
started in the afternoon of January 1 (Alaska Standard Time) and persisted, at 
least, for 24 hours. During this time, [PM2.5] decreased below the NAAQS 
(Figure 13(d)). Then the wind calmed down and slightly took up after January 6 
before calming down again. Similar happened in the other case; wind was calm 
until February 9, increased for about a day and was calm again (Figure 13(a)). 
Snowfall occurred on February 18 to 22, 2008 and on January 14 to 16, 2009. In 
both cases, the snow event reduced the [PM2.5] (Figure 13(c) and Figure 13(d)). 

Subsidence inversions frequently occur in the Interior [33]. On the contrary to 
the two cases discussed above, they are governed by the synoptic scale. Table 4 
illustrates an example of the retrieval of multi-layered temperature inversions 
[53] based on the thermodynamic sounding station at Fairbanks International 
Airport for 9-28 to 9-29-2018 and 10-1 to 10-2-2018. The sinking air mass (e.g., 
adiabatic compression) initiated the formation of an anti-cyclone elevated inver-
sion. The multiple discernible elevated temperature-inversion layers illustrate 
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the complex vertical structure (Table 4). Continued sinking reduced the volume 
underneath the inversion, for which the aerosol content increased. Daily mean 
[PM2.5] (with respect to Alaska Standard time AST=UTC-8h) were 4.3, 6.0, 6.6, 
and 9.8 μg·m−3 on September 28, 29, and October 2 and 3, respectively. No con-
centration and radio-soundings data were available for September 30, October 1, 
2018 and September 30 0000 UTC and 1200 UTC, respectively. Concurrently, 
emissions accumulated under the temperature inversion. Note that in the FMA, 
the mean, maximum and median effective emissions heights of point sources are 
155.75 m, 18.59 m and 25.49 m, respectively. Most residences are two story 
buildings. 

 
Table 4. Temperature inversion heights of surface-based inversions (SBI), the first (EI-1) 
and second elevated inversion (EI-2) for the 9/28 to 9/29/2018 and 10/1 to 10/2/2018 0000 
and 1200 UTC thermodynamic soundings at PAFA. Here -.- indicates non-existing. 

Sounding 
Inversion heights  

SBI (m) EI-1 (m) EI-2 (m) 

2018/09/28 0000 UTC -.- 1545 2979 

2018/09/28 1200 UTC 633 1625 2649 

2018/09/29 0000 UTC -.- 1848 -.- 

2018/09/29 1200 UTC 252 1236 1770 

2018/10/01 0000 UTC -.- 709 1354 

2018/10/01 1200 UTC 815 1736 2554 

2018/10/02 0000 UTC -.- 1675 3753 

2018/10/02 1200 UTC 362 1219 -.- 
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(b) 

 
(c) 

 
(d) 

Figure 13. Temporal evolution of the (a)-(b) thermal structure of the atmospheric 
boundary layer retrieved by radiosondes launched at PAFA at 0000 and 1200 UTC (2300 
and 1100 Alaska standard time) with the lowest values taken from the surface 
observations, and (c)-(d) observed 24-h mean [PM2.5] for (a), (c) 1/28 -2/4/2008, and (b), 
(d)12/28/2008 to 1/4/2009. White areas in (a) and (b) indicate missing soundings. 
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4. Impact of Emission Changes on PM2.5 Climatology 

To compare the changes in concentrations due to meteorology and low fre-
quency variability with those from known emissions changes we determined the 
trends. In general, these trends are numerical results. Like for the correlations, 
these trends are given with several digits to see impacts. By no means are these 
digits an indicator of the measurement accuracy. 

We determined changes in [PM2.5] caused by altered emissions for compari-
son with those due to influences from large-scale teleconnections. On average 
from 1999 to 2018, cold season [PM2.5] decreased by 0.1796 μg·m−3·y−1 (Table 5). 

Commonly, CO serves as a tracer for biomass (i.e. also wood) burning [54] 
due to its relative long lifetime [37]. Daily maximum [CO] decreased about 0.3 
ppb·y−1 from 1980-2018, 0.3 ppb·y−1 from 1980-2009, and 0.03 ppb·y−1 from 
2011-2018. Between 2005 and 2014, cold season [CO] decreased 94 ppb·y−1. An-
nual mean [NO2] and [O3] increased about 0.73 ppb·y−1 and 0.84 ppb·y−1 based 
on the available data (Table A2).  

4.1. Tier 2 Emission Standards for New Vehicles 

In the 2005-2014 climatology, PM2.5 composition changed at various scales and 
differed among seasons (e.g. Figure 8). Concentrations of nitrate, sulfate, am-
monium, OC, EC, metals, and non-metals decreased by about 0.006, 0.473, 
0.380, 4.952, 0.409, 0.155 and 0.152 μg·m−3 per decade (Table 5). The overturn of 
the vehicle fleet to Tier 2 compliance contributed to the gradual overall decrease 
in sulfate. This decrease was an order of magnitude larger than changes in all 
other species.  
 

Table 5. Calculated changes of [PM2.5] and selected species concentrations during different periods as observed at the Fairbanks 
State Office Building site. 

 
Temporal change (μg·m−3·y−1) 

PM2.5 Sulfate Nitrate Ammonium OC EC Metal Non-metal 

2/1999-3/31/2018 −0.1796 -.- -.- .-. -.- -.- -.- -.- 

3/17/2005-12/31/2014 −0.0243 −0.0473 −0.0006 −0.0380 −0.4952 −0.0409 −0.0155 −0.0152 

Warm season 2005-2014 −0.1095 −0.0179 −0.0003 −0.0114 −0.5080 −0.0213 −0.0270 −0.0058 

Cold season 2005-2014 0.0717 −0.0964 −0.0055 −0.0701 −0.5722 −0.5722 −0.0037 −0.0307 

3/17/2005-12/31/2006 0.0003 −0.0026 −0.0032 0.2032 0.2620 0.2780 −0.1802 0.1529 

Cold season 2005-2006 0.0751 0.1467 0.1005 0.1512 1.8366 0.2900 0.0060 0.0488 

1/1/2007-12/31/2014 −0.0005 −0.0897 −0.0052 −0.0657 −0.6545 −0.0632 −0.0159 −0.0270 

Cold season 2007-2014 −0.1527 −0.1611 −0.0241 −0.1117 −0.7626 −0.0965 −0.0080 −0.0148 

3/17/2005-5/31/2010 0.0042 −0.0025 −0.0320 0.0875 0.2431 0.0461 0.0003 0.0462 

Cold season 2005-2010 1.3017 0.1361 0.0749 0.0978 −0.1304 0.0423 0.0228 0.1294 

6/1/2010-12/31/2014 −0.0001 0.0667 0.0225 0.0084 −0.0004 −0.0200 −0.0079 0.0237 

Cold season 2010-2014 −0.1076 −0.0393 −0.0027 −0.4760 0.1152 −0.0606 −0.0031 −0.0500 
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4.2. Low Sulfur Fuel for Rural Areas 

The tightened sulfur-fuel standard for rural Alaska coincided with the 
wood-stove change-out program. Nevertheless, we examined whether an impact 
of this measure on [PM2.5] was observable in the FMA. The number of vehicles 
using diesel with highway/rural standard while traveling in the FMA was small 
compared to the local vehicle fleet. Results of WRF/Chem simulations showed 
that reduced fuel sulfur content would decrease [PM2.5] downwind of the FMA 
with marginal benefits close to the urban emission sources [14]. No measure-
ments existed outside of the FMA at distances where—if at all—differences 
could be expected according to the WRF/Chem simulations. Based on these 
facts, we may assume that the impact of low sulfur fuel for rural areas on the ur-
ban sulfate aerosol most likely was negligible. 

4.3. Boom of Woodstove Additions in 2007 

Prior to and after the rapid increase in fuel prices in 2007, cold season [PM2.5] 
increased 0.0717 and decreased 0.1527 μg·m−3·y−1, respectively (Table 5). Prior to 
2007, cold season sulfate, OC and CO concentrations increased by 0.1467 
μg·m−3·y−1, 1.8366 μg·m−3·y−1 and 2.48 ppb·y−1. From 2007 onwards, cold season 
sulfate, OC and CO concentrations decreased about 0.1661 μg·m−3·y−1, 0.7626 
μg·m−3·y−1 (Table 5) and 6.7 ppb·y−1 (Figure 14). Prior to 2007, cold season 
[NH4] increased 0.151 μg·m−3·y−1, while they decreased by 0.1117 μg·m−3·y−1 the-
reafter (Table 5). 
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(g) 

 
(h) 

Figure 14. Temporal evolution of species concentrations in response to the 2007 (a), (c), 
(e), (g) and 2010 (b), (d), (f), (h) emissions changes for (a)-(b) OC, (c)-(d) sulfate, (e)-(f) 
nitrate, and (g)-(h) CO. The site location for CO measurements changed in 2011. 

4.4. Woodstove Change-Out Program 

From 1999 to the start of the wood-stove change-out program (June 2010), cold 
season [PM2.5] increased by 0.1412 μg·m−3·y−1. From 3/17/2005 to 5/31/2010, cold 
season [PM2.5] increased 1.3017 μg·m−3·y−1. Thereafter, it decreased 0.1076 
μg·m−3·y−1 (Table 5). Prior to cold season 2009/10, sulfate, nitrate, [EC] [NH4] 
and [CO] increased and [OC] decreased, while thereafter the opposite was true 
(cf. Figure 14, Table 5).  

5. Discussion, Conclusions and Recommendations 

A comprehensive air-quality assessment study with relevant environmental pa-
rameters and 12 environmental pollutants was performed to explore relevant 
atmospheric mechanisms responsible for poor air quality in the Fairbanks Met-
ropolitan area. We separated the various factors influencing PM2.5 concentra-
tions, its composition, precursor gases and other co-emitted gases by statistical 
methods.  

This study pointed out the need for 1) NH3 monitoring, 2) a re-thinking about 
the determination of compliance/non-compliance in regions known to be af-
fected by teleconnections, and 3) isotopic examination of PM2.5, ammonium and 
sulfate to determine the origin of the [NH3] and sulfate concentrations that 
cannot be explained by the anthropogenic emissions. When some of the ammo-
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nium and sulfate aerosols is of geothermal origin, their isotopes differ from 
those of the anthropogenic and/or biogenic sources.  

The geographic, topographic, and meteorological conditions are mainly re-
sponsible for air quality issues during the cold season in the Fairbanks Metro-
politan Area. The overturn of the vehicle fleet since 2004 contributed to an over-
all decrease in sulfate over time. Changes in the fuel used for heating went along 
with changes in the emissions of precursor gases and composition of PM2.5. Since 
the species of PM2.5 differ in weight, and aerosol formation has affinity for cer-
tain chemical reaction paths, changes in the precursor ratios led to changes in 
total PM2.5 weight and hence [PM2.5]. All other conditions being the same, shifts 
in aerosol formation and/or emissions to a greater percentage of sulfates at the 
cost of nitrate, for instance, increase the [PM2.5]. The introduction of Tier 2 ve-
hicles led to an overall decrease of sulfate concentrations and, in turn an overall 
decrease of [PM2.5] as well. Overall absolute values of changes in [PM2.5] and the 
concentrations of its species in response to emission changes were of the order 
0.1 µg·m−3·y−1 except sulfate, and in cold season 2005 and 2006, OC. In conclu-
sion, all responses to emissions changes were lower than the mean changes in 
annual means caused by low frequency variability associated with teleconnec-
tions. 

Comparison of the observed concentration changes in response to emissions 
changes and the observed concentration differences in response to decadal and 
inter-annual variability suggest that a final assessment of success or failure of 
emissions-control measures should bear the large-scale atmospheric coupling 
and variability in mind. This consideration would help establishing a definitive 
impact on the air-quality prevention measures. On average over all data, cold 
season [PM2.5] differed 1.8 µg·m−3 between years with positive and negative PDO 
as well as 3.6 µg·m−3 between years of positive and negative SOI. These differ-
ences are at least one order of magnitude larger than those observed in response 
to emissions changes. Changes anticipated due to the different emissions-control 
measures tested in WRF/Chem simulations [14] [15] [16] and the low frequency 
caused differences in [PM2.5] found in our study were of similar magnitude.  

An important finding was that atmospheric teleconnections from changes in 
the general circulation (here examined exemplarily by the PDO, SOI, and NP) 
can have significant influence on air quality in the FMA. This new finding con-
tributes to the rational analysis of pollutant regulation. The sudden shift in PDO 
in 1976, for instance, increased monthly mean temperature up to more than 6 K. 
Since for temperatures less than 10˚C 24-h average [PM2.5] decreased non-li- 
nearly with increasing temperature, a regime shift like in 1976 might lead to in-
correct assessment of failure/success of an emission-control measure due to the 
associated sudden change in air temperature. Thus, one may conclude that the 
current recommendation of 5-years in assessment of compliance might be too 
short in regions affected by large-scale atmospheric teleconnections.  

The EOF analysis indicated that drivers for low air quality differed among 
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seasons and that DJF air quality is the hardest to predict. 
The study also revealed that elevated PM2.5, sulfate and ammonium concen-

trations occurred in the FMA at all sites concurrently when winds blew from the 
general directions where hot springs are located. Likewise elevated [PM2.5] was 
found at the four sites in the Yukon Flats when winds blew from the general di-
rections of hot springs.  

In the cold season, [O3] was lower when winds blew from the general direc-
tions of hot springs than for other wind directions. Together with the presence 
of H2S odor at the hot springs, the high correlation between ammonium, sulfate 
and non-metals as well as results from the literature, these findings suggest to 
conclude that some of the observed sulfate and ammonium aerosols might have 
geothermal origin. Despite the sources have not yet been pin-pointed finally, the 
finding of elevated [PM2.5] with winds from directions of hot springs may be 
used to issue preventive emissions-control measures when the respective wind 
directions are in the forecast. 

Under extremely cold weather events like in winter 2009 and 2010, authorities 
may enforce emissions reductions to an unavoidable minimum. Such a—yet to 
be determined—minimum must still guarantee unavoidable traffic and the gen-
eration of sufficient electricity and heating for the citizens, their pets and lives-
tock to survive. Consequently, appropriate, but, perhaps, massive measures have 
to be called at the State level prior to exceedance of the NAAQS. Doing so may 
avoid the accumulation of gaseous and particulate matter in the near-surface 
layer to unhealthy levels during long-lasting extremely cold weather conditions. 
Such a measure, for instance, could be a ban on individual traffic. Today numer-
ical weather predictions for a week out are very reliable. Predictions of [PM2.5] 
using a state-of-the-art model like the WRF/Chem package may serve to assess 
the needed degree of emissions restrictions to avoid exceedances of the NAAQS. 
Such activities, of course, require an emergency team of experts in internal med-
icine, air quality and meteorology well familiar with numerical predictions of 
[PM2.5], and high-ranking State administrators. 
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Appendix A: Data Availability and Sources 

Radiosonde data were obtained from the NOAA ftp site. Monthly mean near-surface temperatures at the Fairbanks 
International Airport (PAFA) between 1930 and March 2018 stem from the Alaska Climate Research Center. The 
1981-2010 climatology of minimum, maximum, and mean temperature, mean wind speed, monthly mean snowfall 
and precipitation stem from the National Climatic Data Center. Data of the Pacific Decadal Oscillation were taken 
from http://research.jisao.washington.edu/pdo/PDO.latest [25] [26]. Data of the Southern Oscillation Index stem 
from the Climate Research Unit [24]. Data of the North Pacific index were downloaded at  
https://climatedataguide.ucar.edu/climate-data/north-pacific-np-index-trenberth-and-hurrell-monthly-and-winter [23]. 

Daily total solar radiation, mean 10-m wind speed, gust wind speed, wind direction, mean, maximum and mini-
mum 2-m air temperatures, fuel temperatures and relative humidity, daily mean pressure and accumulated precipita-
tion for Fairbanks from the Bureau of Land Management (BLM) Fairbanks site were downloaded from the Western 
Region Climate Center. The 2013-lysimeter measurements at the UAF experimental farm that provided 
soil-volumetric water content of the same soil, but covered with different vegetation, stem from [55].  

Data of anthropogenic and fire PM2.5 emissions were downloaded from the Emission Database for Global Atmos-
pheric Research [12] and the Global Fire Emissions Database [21] websites respectively. Table A1 lists further infor-
mation on the data. 

If not mentioned otherwise, FMA air-quality data were retrieved from the US EPA. Air-quality data from the Yu-
kon Flats are courtesy to the Council of Athabascan Tribes Governments, Tribes of Beaver, Chalkyitsik, Circle, and 
Ft. Yukon. See Table A2 for further information on the data. 

 
Table A1. Emission data used in this study. 

Dataset 
Data information 

Quantity Period Source Reference 

Global Fire Emissions Database v4.1 Monthly/daily PM2.5 emissions 1999-2017 https://www.globalfiredata.org/ [21] 

Emission Database for Global  
Atmospheric Research v4.3.2 

Fossil and biogenic annual mean PM2.5 
emissions 

1999-2012 http://edgar.jrc.ec.europa.eu/ [12] 

 
Table A2. Chemical species data used in this study. Here AC, RD, WRES, UAF, WCS, FMB, CPR, HR, BR, WS, BR, NP, HA, SOB, 
CS, PR are the Artisan Courtyard, Riverboat Discovery, Wood River Elementary School, UAF Experimental Farm, Watershed 
Charter School, Fairbanks North Star Borough Maintenance Building, Chena Pump Rd, Hurst Rd, Water Stillmeyer, Badger Rd, 
Newby Park, Hamilton Acres, State Office Building, North Pole Christian School and Pioneer Rd sites. North Pole is a city in the 
FMA. Note that time series may be 1-in-3-days, daily, and may have missing data. Here only the full lengths of IOP are listed. The 
value in brackets is the number of valid observations. 

Data 
Data information 

Site Period (sample size) Source 

24-h-means of PM2.5 
concentrations 

CPR  1/13-2/16/2016 (38) 

Environmental Protection Agency 
https://aqs.epa.gov/aqsweb/airdata/download_files.html 

AC 1/7-3/31/2016 (85) 

RD 3/1-12/31/2013 (271) 

WRES 3/29-4/9/2009, 10/12/2010-3/31/2011 (172) 

UAF 1/25-3/13/2009 (24) 

HR 1/1/2013-12/31/2017 (1833) 

NP 10/15/2013-2/12/2-14 (121) 

HA 10/1-12/31/2014 (83) 

https://doi.org/10.4236/ojap.2019.82002
http://research.jisao.washington.edu/pdo/PDO.latest
https://climatedataguide.ucar.edu/climate-data/north-pacific-np-index-trenberth-and-hurrell-monthly-and-winter
https://www.globalfiredata.org/
http://edgar.jrc.ec.europa.eu/
https://aqs.epa.gov/aqsweb/airdata/download_files.html
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Continued 

 

SOB 2/18/1999-3/31/2018 (2511) 

 

PR 11/6/2009-5/20/2017 (2686) 

BR 1/1/2013-4/2/2014, 2/8/2016-3/31/2016 (317) 

WS 10/1/2014-3/31/2015 (182) 

WCS 
11/13/2009-1/31/2010, 1/18-3/1/2013,  
1/1-2/28-2014, 10/1-12/31/2015 (211) 

CS 2/13/2014-3/31/2014 (35) 

FMB 2/17-4/1/2010 (33) 

NO2 NCORE 7/1/2014-3/31/2018 (1269) 
Environmental Protection Agency 
https://aqs.epa.gov/aqsweb/airdata/download_files.html 

SO2 NCORE 8/19/2011-3/31/2018 (2356) 
Environmental Protection Agency 
https://aqs.epa.gov/aqsweb/airdata/download_files.html 

O3 NCORE 8/5/2011-3/31/2018 (2158) 
Environmental Protection Agency 
https://aqs.epa.gov/aqsweb/airdata/download_files.html 

CO NCORE 1/11/1980-5/1/2009, 8/5/2011-3/31/2018 (7602) 
Environmental Protection Agency 
https://aqs.epa.gov/aqsweb/airdata/download_files.html 

Speciation 

Fairbanks 3/17/2005-12/31/2014 

Fairbanks North Star Borough Air Quality Division Peger Rd 
10/1/2008-3/31/2009, 11/3/2009-3/15/2010,  
1/9/2011-2/5/2011 

North Pole 10/1/2008-3/31/2009 

5-min PM2.5 

Beaver 9/1/2017-4/30/2018 

Council of Athabascan Tribal Governments 
Chalkyitsik 9/1/2017-4/30/2018 

Circle 9/1/2017-4/30/2018 

Ft. Yukon 9/1/2017-12/31/2017 

 
  

https://doi.org/10.4236/ojap.2019.82002
https://aqs.epa.gov/aqsweb/airdata/download_files.html
https://aqs.epa.gov/aqsweb/airdata/download_files.html
https://aqs.epa.gov/aqsweb/airdata/download_files.html
https://aqs.epa.gov/aqsweb/airdata/download_files.html
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Appendix B: Species-Meteorology Relations 
Table B1. Correlation of low frequency variations expressed by PDO, SOI and NP with monthly mean [PM2.5]. Significant corre-
lations at 95% or higher confidence according to a paired two-tailed t-test are in bold. Values in brackets are the number of pairs, 
#, used in the calculations. 

 
Correlation between [PM2.5] and low frequency variation 

PDO (#) SOI (#) NP (#) 

2/18/1999-3/31/2018 0.078 (228) −0.069 (228) −0.249 (228) 

Warm season 0.131 (76) −0.229 (76) −0.136 (76) 

Cold season 0.175 (116) 0.107 (116) −0.439 (116) 

 
Table B2. Annual, cold and warm season mean [PM2.5] for 2/1999 to 3/2018 under annual, cold and warm season positive or 
negative means of PDO and SOI as well as under annual, cold and warm season NP lower and higher than the thresholds a, cs, 
and ws, respectively. Here a = 1012 hPa, cs = 1010 hPa, ws = 1016 hPa are the threshold values for the annual, cold season and 
warm season. 

Index 
[PM2.5] 

Annual mean (μg·m−3) Cold season mean (μg·m−3) Warm season mean 

PDO positive 10.5 18.2 7.1 

PDO negative 14.6 16.4 15.1 

SOI positive 11.2 17.4 5.3 

SOI negative 14.8 17.1 14.5 

NP < a, cs, ws 17.0 17.3 16.3 

NP > a, cs, ws 11.5 17.1 5.1 

 

Table B3. Correlation of species for the cold season 2008/09 among the three sites for which speciation data were available. 
Correlations being significant at 95% confidence or higher according to a two-tailed paired t-test are in bold. Values in brackets 
give the number of pairs, #, included in the calculations. 

 
Species correlation coefficient (# of pairs) 

PM2.5 SO4 NO3 NH4 EC OC 

Peger Rd vs. Fairbanks 0.650 (182) 0.651 (182) 0.757 (176) 0.862 (182) 0.653 (182) 0.653 (182) 

Fairbanks vs.  
North Pole 

0.914 (182) 0.914 (182) 0.861 (177) 0.821 (182) 0.915 (182) 0.915 (182) 

North Pole vs.  
Peger Rd 

0.823 (182) 0.823 (182) 0.809 (180) 0.810 (182) 0.823 (132) 0.823 (182) 
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Table B4. Correlations of speciation concentrations and aerosol precursor-gas concentrations with daily accumulated radiation 
Rs↓, daily mean T, maximum Tmax and minimum Tmin air temperatures, daily mean, maximum and minimum fuel temperatures 
Tfuel, Tfuel,max, Tfuel,min, as well as daily mean, maxiumum and minimum relative humidity RH, RHmax, RHmin, mean wind speed, v, 
wind gusts, vgust and wind direction, dir as observed at the BLM site. Bold values indicate significant correlation at 95% confidence 
or higher according to a two-tailed paired t-test. Note that correlations represent different observation periods (see Table A2 for 
times of data availability). The symbol -.- means no overlapping time of measurements. Cold and warm season refer to October to 
March and May to August, respectively. 

Quantity 
Correlation between various species, precursor gases and meteorological quantities (annual) 

PM2.5 NO3 NH4 EC OC Metals Non-metals Sulfate NO2 CO SO2 O3 

Rs↓ −0.377 −0.488 −0.440 −0.497 −0.230 −0.115 −0.452 −0.479 −0.561 −0.176 −0.512 0.706 

v −0.165 −0.296 −0.280 −0.297 −0.220 −0.102 −0.286 −0.290 −0.118 0.066 −0.233 0.479 

dir −0.010 −0.050 0.091 0.105 0.056 0.108 −0.057 0.090 −0.173 0.041 −0.132 0.042 

vgusts −0.017 −0.374 −0.341 −0.351 −0.241 −0.119 −0.341 −0.354 −0.328 0.167 −0.447 0.578 

T −0.294 −0.620 −0.648 −0.563 −0.284 −0.249 −0.684 −0.714 −0.716 −0.122 −0.771 0.591 

Tmax −0.288 −0.598 −0.626 −0.548 −0.280 −0.231 −0.662 −0.692 −0.663 −0.116 −0.732 0.623 

Tmin −0.278 −0.610 −0.637 −0.539 −0.268 −0.270 −0.668 −0.701 −0.739 −0.131 −0.780 0.496 

Tfuel −0.207 −0.599 −0.638 −0.581 −0.233 −0.185 −0.651 −0.696 -.- 0.045 −0.740 -.- 

Tfuel,max −0.201 −0.589 −0.613 −0.571 −0.242 −0.165 −0.627 −0.671 -.- 0.029 −0.709 -.- 

Tfuel,min −0.182 −0.568 −0.623 −0.546 −0.214 −0.219 −0.637 −0.680 -.- 0.024 −0.733 -.- 

RH 0.031 0.127 0.018 0.168 0.101 −0.135 0.025 0.022 −0.128 0.071 −0.060 −0.549 

RHmax −0.184 −0.412 −0.477 −0.335 −0.170 −0.234 −0.493 −0.524 −0.546 0.030 −0.590 0.140 

RHmin 0.155 0.355 0.281 0.372 0.199 0.008 0.302 0.314 0.166 0.096 0.259 −0.696 

Correlation between various species, precursor gases and meteorological quantities (cold season) 

Rs↓ −0.311 −0.130 −0.192 −0.148 −0.264 −0.078 −0.214 −0.198 −0.095 −0.169 −0.168 0.465 

v −0.386 −0.225 −0.221 −0.215 −0.292 −0.105 −0.220 −0.222 −0.068 −0.063 −0.176 0.495 

dir 0.059 0.124 0.091 0.050 0.034 0.021 0.079 0.097 0.016 0.080 −0.021 −0.022 

vgusts −0.362 −0.288 −0.287 −0.238 −0.338 −0.131 −0.277 −0.291 −0.112 0.157 −0.282 0.514 

T −0.667 −0.391 −0.562 −0.269 −0.504 −0.275 −0.603 −0.609 −0.487 −0.128 −0.621 0.427 

Tmax −0.631 −0.347 −0.528 −0.242 −0.479 −0.267 −0.569 −0.575 −0.380 −0.102 −0.554 0.432 

Tmin −0.592 −0.383 −0.520 −0.245 −0.456 −0.258 −0.554 −0.562 −0.533 −0.125 −0.625 0.358 

RH −0.173 −0.073 −0.199 −0.003 −0.071 −0.107 −0.217 −0.222 −0.437 0.119 −0.336 −0.149 

RHmax −0.415 −0.254 −0.400 −0.134 −0.274 −0.192 −0.423 −0.446 −0.455 0.122 −0.469 0.121 

RHmin 0.078 0.069 0.019 0.102 0.117 0.008 0.019 0.020 −0.285 0.090 −0.124 −0.344 

Correlation between various species, precursor gases and meteorological quantities (warm season) 

Rs↓ −0.079 −0.079 0.008 −0.155 −0.115 0.122 0.073 0.104 0.333 0.030 0.261 0.627 

v −0.061 −0.041 0.095 −0.063 −0.086 −0.053 0.091 0.151 0.101 0.335 −0.075 0.227 

dir 0.007 0.032 0.047 0.013 −0.012 0.070 0.046 0.050 −0.130 0.015 −0.007 −0.040 

vgusts −0.070 −0.089 −0.022 −0.129 −0.098 0.012 −0.007 0.030 0.061 0.311 −0.075 0.222 

T 0.116 0.025 −0.082 0.029 0.046 0.034 −0.164 −0.212 0.003 −0.099 0.049 0.058 

Tmax 0.105 0.026 −0.050 0.063 0.016 0.080 −0.138 −0.131 0.255 −0.093 0.173 0.314 
Tmin 0.104 0.020 −0.166 −0.003 0.071 −0.130 −0.206 −0.345 −0.465 −0.139 −0.188 −0.483 
Tfuel 0.079 0.053 0.003 0.006 0.028 0.081 −0.077 −0.059 -.- −0.100 −0.646 -.- 

Tfuel,max 0.025 0.019 −0.008 −0.029 −0.033 0.117 −0.054 0.004 -.- −0.106 0.390 -.- 

Tfuel,min 0.109 0.047 −0.100 0.048 0.046 −0.144 −0.200 −0.285 -.- −0.101 −0.747 -.- 

RH 0.062 0.017 −0.148 0.036 0.096 −0.191 −0.149 −0.259 −0.535 0.002 −0.217 −0.777 

RHmax 0.015 −0.058 −0.160 −0.018 0.0154 −0.063 −0.128 −0.178 −0.324 0.021 −0.082 −0.438 
RHmin 0.057 0.0183 −0.108 0.005 0.096 −0.202 −0.092 −0.210 −0.533 0.029 −0.266 −0.737  
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