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Abstract 
Information collection from remote location is very important for several 
tasks such as temperate monitoring, air quality investigation, and wartime 
surveillance. Wireless sensor network is the first choice to complete these 
types of tasks. Basically, information prediction scheme is an important fea-
ture in any sensor nodes. The efficiency of the sensor network can be im-
proved to large extent with a suitable information prediction scheme. Pre-
viously, there were several efforts to resolve this problem, but their accuracy is 
decreased as the prediction threshold reduces to a small value. Our proposed 
Adams-Bashforth-Moulton algorithm to overcome this drawback was compared 
with the Milne Simpson scheme. The proposed algorithm is simulated on dis-
tributed sensor nodes where information is gathered from the Intel Berkeley 
Research Laboratory. To maximize the power saving in wireless sensor net-
work, our adopted method achieves the accuracy of 60.28 and 59.2238 for 
prediction threshold of 0.01 for Milne Simpson and Adams-Bashforth-Moulton 
algorithms, respectively. 
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1. Introduction 

A large number of sensors are deployed in the physical environment to collect 
sensing information, and this network is known as wireless sensor network 
(WSN). In real-time, the sensors which are utilised in physical environments 
have low power and low computation capability. Consequently, with scarce 
facility, a sensor has to fulfill these essential tasks. Usually, the sensor network is 
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divided into many sub-networks also known as cluster heads [1] [2] [3] [4]. Each 
cluster head has numerous nodes. Generally speaking, the cluster heads are 
connected to both sensor nodes and base stations. The connection of cluster 
head and sensor node can be repeated again and again for very large-scale WSN. 
When a node sends information, it is transmitted to the cluster head and via the 
cluster. Then the cluster head information is transmitted to the base station 
where further processing is performed. 

The higher the accuracy of successful data prediction, the better energy 
efficient sensor network is. Generally speaking, when information is gathered on 
continuous fashion, the energy required for transmitting all these bits will incur 
most of the energy of cluster heads, making the system energy inefficient. In 
order to solve this drawback, we adopted a method which can reduce 
information transmission rate by predicting more accurate information. As the 
prediction accuracy increases, the necessity of transmitting information is not 
required, resulting in low power consumption. In this way, the sensor node can 
save energy which is very necessary in a tiny device. Driven by this motivation, 
this paper proposes a Adams-Bashforth-Moulton scheme for information 
prediction and correction in the context of distributed WSN. 

The main contribution of this work is to propose Adams-Bashforth-Moulton 
scheme for information prediction and correction. First of all, sensors are used 
to sense information. In this work, the information is gathered from the Intel 
Berkeley Research Laboratory using sensors. Then the Adams-Bashforth-Moulton 
(ABM) scheme is adopted for information prediction and correction. Basically, 
ABM scheme is an iterative multi-step numerical process, i.e., the method uses 
information from the previous system states. It makes information more 
accurate and reliable in the sensor node. Finally, simulations results show that 
the proposed approach provides significant performance improvement 
compared with the existing approach. 

Rest of this paper is organized as follows: Section 2 is about the related works. 
In Section 3, our proposed method is described. Section 4 deals with algorithm 
of our proposed method. In Section 5, we discuss the simulation results, and 
finally, Section 6 concludes the paper. 

2. Related Literature 

One of the most important elements for sensing information is the wireless 
sensor network. In WSN, bringing down the level of consumed energy is main 
intention and transmission of data is the prime cause for wireless sensor 
network to consume energy. When n-bit data is transmitted at a distance begin 

cR , the required energy is defined as follows [1]: 

( ) 2, ,tx c elec amp cE n R E n e n R= ∗ + ∗ ∗                    (1) 

where, elecE  is the required energy in the transmission process, cR  is the 
distance and n is the number of bits. The energy required to receive n-bit 
information is defined as [1]: 
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.rx elecE E n= ∗                         (2) 

In fact, the energy efficiency will increase for WSN because from Equation (2) 
and Equation (3). We can see that there is a certain amount of energy required 
to receive and transmit data in sensor networks. To overcome this, data 
aggregation technique is introduced [3]. Prediction based data collection 
protocol to eliminate the redundant data transmission was proposed in [4]. Here, 
sensory data is gathered and routed to cluster head (CH), when their change 
proceed in definite scheme. Basically, the CH should predict the future sensory 
data, rather than using sensory data sensed by sensor nodes in real-time [5]. 
Both the sink and cluster head predict data using earlier times data. Then a 
comparison is made between the predicted data and measured data. If the data 
error is in the range of preconfigured threshold then the data is not sent to the 
sink, it is discarded by CH. Though this method reduces data transmission rate 
but it requires synchronization before every transmission, which is a drawback 
of this method. In [6], it used the Simpson’s 3/8 to compute ( )1x t +  time data 
by using previous time data. This approach gives good performance when the 
threshold is high (e.g., 0.21), it can have data prediction accuracy around 25% 
but fails to predict data when the threshold is low. In this case, the prediction 
accuracy may go just around 10% which is a big drawback of this method. 

Mou Wu et al. [7] proposed a least mean square (LMS) dual prediction 
algorithm to predict data for sensor network. It performance was better than 
earlier mentioned methods. It achieves higher accuracy when the prediction 
threshold is comparatively large. However, it performance is degraded when the 
prediction threshold is reduced to a smaller value. 

Our proposed method has following advantages over previously mentioned 
methods and they are given as follow: 
 The method has higher successful rate of data prediction which minimizes 

the energy consumption. 
 The system can be reconfigured by varying step size parameter. But big step 

sizes (e.g., h = 0.005) increases the unsuccessful prediction and too small step 
sizes (e.g. 510h −< ) do not increase the accuracy significantly. 

 In proposed algorithm, there are only 5 additions, 3 subtractions and 11 
multiplications are required, in total only 19 arithmetic operations are 
required to predict a sensor value. 

3. Proposed Method 

Generally speaking, the sensor network is divided into centralised, decentralised 
and hierarchical. In hierarchical sensor network (HSN), sensor nodes are 
divided into clusters and one node is assigned as the cluster head of the cluster 
which is responsible for sending data to sink [6] [8] [9]. Each sensor node (SN) 
sends data to the cluster head (CH) which takes decision about routing data 
towards the sink based on the prediction accuracy. The base station and sensor 
nodes form a mesh network in conjunction [8]. 
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The target of the HSN architecture is to improve the efficiency by lessening 
power usage, total dimension and cost loss on the whole. HSN can be kept 
unaccompanied and remotely controlled. Installation cost and maintenance 
charge are comparably low and the network can go on for a long time without 
supervision while providing continual performance [8] [9] [10]. 

For all sensor nodes which are planted at a distance, only the requisite wireless 
communication operations are implemented. It means the SN utilizes the single 
channel to route its data records by broadcasting. To accurately send the results 
for the sensor nodes to the base station (BS), a CH is introduced in the HSN. In 
the HSN architecture, each SN is connected to one and only one CH and then 
the whole network is partitioned into several clusters. Inside each cluster, the 
CH makes use of a centralized communication protocol to exchange data with 
its sensor nodes and then transmits the detection records received from its 
sensor nodes to the base station. This method partitions the entire sensor 
network into a many compact networks and so decreases the communication 
complexity of the system in a great deal for both the sensor nodes and the CHs. 

HSNs have many important applications such as health care monitoring, air 
quality monitoring, battlefield surveillance, water purity monitoring, 
environmental/earth sensing, industrial/machine health study, structural health 
monitoring [9]. By planting sensor nodes in a battlefield, the situation of 
territory, routes, paths, and inlets, the actions of the hostile party can be 
observed from a central control unit remotely. In health monitoring, possible 
applications include body status measurement, location, monitoring of ill 
patients (heart rate and blood pressure) in hospitals and at homes [10]. Cluster 
heads can predict sensor data by applying data aggression by ABM’s method [2] 
[11] [12] [13] [14] [15] before transmitting the collected data towards the sink 
node and can reduce data transmission between cluster head and sink node. 
Therefore, this approach not only minimizes the complexity of the sensor nodes 
implementation but also reduces the cost, total dimensions and power usage of 
each sensor node remarkably [7] [12] [16] [17] [18] [19]. In our earlier work 
[16], we tested our method for a single sensor with same scenario. Basically, the 
single sensor sends information to the cluster head and the cluster head (CH) 
makes the decision about sending or not sending data to the base station. In 
practical case, there are more than one sensor connected to the cluster head. So, 
we extended our work for a large scale sensor networks. For doing this, we are 
increasing the number of sensors from one to seven with two cluster heads. The 
information was collected from Intel Barkley Research Lab Data [14]. Figure 1 
represents the data fusion in HSN. Epoch 1, 2, 3, 4, 5, 6 and 7 are under CH-1 
and labeled as ( ) ( ) ( ) ( )1,1 , 1,2 , 1,3 , , 1,7 . Epoch 8, 9, 10, 11, 12, 13, 14 are 
under CH-2 and labeled as ( ) ( ) ( )2,1 , 2,2 , , 2,7 , respectively. 

In the proposed method, the cluster head tries to pre-determine the sensor 
data using ABM method [2] [11]. The data prediction is done by [2] [11]: 

( )1 1 2 355 59 37 9 .
24i i i i i i
hy y f f f f+ − − −= + − + −            (3) 
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Figure 1. Sensor network based architecture. 

 
and 

( )1 2 1 15 19 9 .
24i i i i i i
hy y f f f f+ − − += + + + +               (4) 

Here, Equation (4) is the Adams Bashforth predictor formula [2] and 
Equation (5) is the Adams Moulton corrector formula [2]. If the difference 
between the predicted data and actual sensor data is within prediction threshold 
then data is not transmitted by cluster head and base station uses the predicted 
data generated by it. If the difference is more than prediction threshold the data 
is sent to base station. Epoch positions are shown in Figure 2 [14]. 

Data was collected from 28th February to 5th April, 2004. Mica2Dot sensors 
with weather boards collected timestamped topology information, along with 
humidity, temperature, light and voltage values once every 31 seconds. Data was 
collected using the TinyDB in-network query processing system, built on the 
TinyOS platform [14]. 

Data prediction for each epoch or sensor were done separately. Although data 
for humidity, temperature, light and voltage values were available in the data set 
but we chose to work with voltage values. When the sensor sends the value of 
reading to the CH, the CH predicts the value using four previous time value and  
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Figure 2. Sensor distribution in intel barkley research lab [14]. 

 
compares the predicted value with the received value. If the absolute difference 
between these two values is within the threshold level, then the CH discards the 
data as the base station also predicts the data. If not, then the difference between 
actual data and predicted data is transmitted to base station. 

While sending the data, CH sends data into a packet. Each packet contains 
one or more than one data depending on the predicted and actual result. 
Therefore, to interpret the information correctly another scheme is used. When 
the CH sends a packet, every tuple has three parts, i.e. CH number-epoch id 
difference of two data, e.g. 2-3-0.24. Finally, base station receives the packet and 
adds 0.24 to the predicted data for 3rd epoch of 2nd cluster. 

4. Proposed Method 

After obtaining information from the sensors, the proposed algorithm is 
predicted information. Then it follows the correction step and compared with 
the threshold value. Based on the threshold, the base station is decided the 
information is transmitted or not. In this way, the energy is save in sensor nodes. 
In short, the step-by-step process is illustrated in the followings: 

INPUT: 

3 2 1, , ,i i i iy y y y− − −  —> 4 sensor data from previous time slot. 
OUTPUT: 

1if +  —> predicted data. 
PROCESS: 
STEP 1: Take 4 earlier time sensor data 3 2 1, , ,i i i iy y y y− − −  
STEP 2: Compute the prediction using Adams-Bashforth  
predictor equation: 
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( )1 1 2 355 59 37 9 .
24i i i i i i
hy y f f f f+ − − −= + − + −              (5) 

STEP 3: Correct the prediction by Adams-Moulton corrector 
equation: 

( )1 2 1 15 19 9 .
24i i i i i i
hy y f f f f+ − − += + + + +               (6) 

STEP 4: At time i, the cluster head computes 1iy +  
STEP 5: Then, cluster head receives 1ig +  from sensor nodes. 
STEP 6: If ( ) ( )1 1f i g i+ − + <   

Transmission is not required. 
Else: 

Transmission is required. 
STEP 7: Update new sensor values. 

5. Simulation Results and Discussions 

For simulation, we have chosen 100 data sample for epoch no 1 to 14 excluding 
epoch 5. For epoch 5, we only took 35 sample data. Because some data points 
were missing. The sample data for epoch (1, 3) is shown in Table 1. We have 
chosen the threshold value to be 0.01, which is very small threshold. The 
simulation results are shown in Table 2. 

There is an advantage of not sending actual data. Because actual data 
representation requires more number of bits than difference of actual and 
predicted data. As the cluster head also predicts the data, then adding the 
difference to the predicted data results in the original data but energy efficiency 
is enhanced. From the table below, we can see that ABM method’s performance 
is better than Milne-Simpsons scheme. 

We can see that for epoch (1, 5) ABM performs very poorly, but 
Milne-Simpsons method performs moderately. This is because the data points 
were insufficient. When the data is not sufficient, the Milne-Simpsons method 
outperforms the ABM method. Cluster heads can predict sensor data by 
applying data aggression by ABM method more accurately compared with the 
Simpson’s 3/8 and Kalman filter [15] before sending the collected data towards 
the base station and can decrease data transmission and power usage. This 
approach significantly reduces the total size, power consumption of the sensor 
network and cost. Hence, it increases overall network lifetime and efficiency. 
Overall, it can be seen that the proposed method provides significant 
performance improvement compared with the existing approach. Therefore, the 
presented approach is valuable to design the wireless sensor network for 
prediction and correction the sensing information to save energy. 

6. Conclusion and Future Work 

The energy saving is one of the main tasks in the wireless sensor network. In 
order to transmit the sensing information to the base station, the sensor node  
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Table 1. Sample data for epoch (1, 3) for ABM method. 

Received Data (X) Predicted Data (Y) Difference (Y-X) Decision 

2.19159 2.19159 2.125e−009 NO 

2.18353 2.19159 0.00806 NO 

2.19159 2.18353 0.00806 NO 

2.19159 2.19159 2.19327e−009 NO 

2.50599 2.19159 0.3144 (1, 3, 0.31) 

2.50599 2.50599 2.55839e−009 NO 

 
Table 2. Overall performance of comparison between ABM method and Milne-Simpsons 
Scheme. 

Sensor Number Prediction Accuracy (%) Average Prediction Accuracy (%) 

Cluster No. Sensor No. 
Milne Simpsons 

Method 
ABM Method 

Milne Simpsons 
Method 

ABM Method 

1 

1 44.79 62.5 

55.6471 55.6657 

2 43.75 63.54 

3 46.87 36.45 

4 63.54 63.54 

5 32.25 3.22 

6 62.5 63.54 

7 95.83 96.87 

2 

1 43.75 54.16 

62.7957 64.8757 

2 47.91 59.37 

3 76.04 77.08 

4 62.5 66.66 

5 81.25 80.2 

6 52.08 47.91 

7 76.04 68.75 

 
needs to decide whether information is transmitted or not based on the 
prediction value. For accurate prediction and correction, the ABM approach is 
proposed and verified using the information that is gathered from the Intel 
Berkeley Research Laboratory. 

Basically, the proposed method improves the accuracy of data prediction 
compared with the Simpsons 3/8 method and Kalman filter. The accuracy can be 
improved by tuning the value of step size with the ABM correction approach. 
These are the advantages of the proposed method over existing approaches. 
Future research involves consideration of fading channel in the distributed 
sensor networks [20] [21]. Designing the appropriate threshold is one of our 
future works [22]. 
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