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Abstract 
This letter introduces a simple model to explain the Diffraction and Interfe-
rence of Light. It was created using only a corpuscular point of view. The 
mean concept of the model introduced in this paper is that light has two in-
dependent states of polarization that oscillate with equal frequencies but with 
a π/2 difference of phase. This model allows the author to determine the in-
tensity of light at any point after it exceeds no edge or any number of them. 
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1. Introduction 

Currently, all properties of light cannot be explained using a sole and simple 
point of view. On one hand, Newton’s image [1] that light is made of particles is 
required to explain the photoelectrical effect [2] and Compton’s effect [3]. On 
the other hand, Huygens’s waves [4] accommodate very well to explain patterns 
of diffraction and interference [5]. Both paradigms of light stem from two irre-
concilable points of view that create an uncomfortable situation. For that reason, 
the accepted criterion has been that light is a combination of waves and particle 
properties, it is something different from everything known in the macroscopic 
world. 

In this paper, the sequence of maxima and minima of light will be explained 
by using a pure and corpuscular point of view. A revision of the accepted prop-
erties of light can help to approach this plan. In 1901, Max Planck [6] initiated a 
new era in physics by finding the density of the number of states available to an 
ensemble of oscillators (see Equation 12 on [6]); there is a coefficient of value 8. 
Bose [7] obtained the same distribution following another statistical approach 
but finished with a coefficient of 4 under the assumption that every photon can 
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only have one state of polarization. Einstein proposed to solve the problem by 
assuming that the photon electric field has two independent components that 
duplicate the number of cells that can be present in every statistical state. Eins-
tein’s idea is hard to visualize and even Bose shows some skepticism by express-
ing “To take into account polarization it appears necessary to multiply this 
number by 2” [7]. New experimental outcomes move Hutchin [8] to conclude 
that the vector potential is real and should be understood as another form of po-
larization of light, it is a new third state. According to Hutchin [8], this third 
polarization and the electrical field polarization should interact with matter in a 
different and independent, way. If that is correct, then the coefficient in Planck’s 
equation should be 12, which would be incompatible with the original value of 8. 
The original thoughts from Planck, Bose, Einstein, and Hutchin cannot be total-
ly harmonized. However, the four points of view can be reconciled with a little 
variation, which could be achieved by assuming that the two-polarizing direc-
tions, claimed by Einstein, are the electrical field and the vector potential fields. 
In that way the four authors pointed out coefficients with the same value of 8. 
This paper is, then, the study of the consequences of these two polarizations as-
suming that both have a wavelength of λ but separate in phase by π/2 (Hypothe-
sis One). 

Hypothesis Two: Two photons that are close to each other with transversal 
and longitudinal polarizations in phase will experience a plastic attraction; while 
two photons with corresponding polarizations in opposition of phase will expe-
rience an elastic repulsion. 

These two hypotheses explain why the spatial coherence of light increases in 
distance after photons re-accommodated inside a pack according to their relative 
phases. While the photons travel, if any perturbation occurs the phase of one or 
more photons, they will slowly move out of the group and the pack’s direction 
would continue despite the disruption. The outside photons shield the others so 
that the pack can travel in harmony as a peloton. This idea can help us to under-
stand why pictures of galaxies are clear. 

This model will be used to explain diffraction. Suppose some photons are 
moving down vertically and perpendicularly to a horizontal slit the size of a. 
Then, photons that are moving close by the edge of the slit will experience one of 
two possibilities: 1) a sort of refraction and a turning away from the symmetry 
axis of the slit; or 2) a sort of reflection and bounce in the direction of the axis of 
the slit. All photons that suffer reflection will experience a phase increase of pi. 
The interaction between photons that suffered reflection with photons that move 
in a straight line will create the Fresnel’s diffraction zone [9]. Outside of the cen-
tral part of the slit and far away from it, photons that suffered refraction will 
meet with photons that suffered reflection, and they will create what is known as 
Fraunhofer’s diffraction [9]. 

2. Intensity 

The electrical field intensity in a region that is located outside of a flat surface is 

https://doi.org/10.4236/opj.2018.85013


J. L. Parra 
 

 

DOI: 10.4236/opj.2018.85013 137 Optics and Photonics Journal 
 

inversely related to the distance r. The theoretical calculation of the cross section 
for particles approaching that kind of field is extremely difficult. In this paper, 
an approximate calculation was used to save time. It consists of a program with 
infinitesimal displacements that mimic photon trajectories after they interact 
with the electrical field. In this calculation, it was assumed that some of photons 
are attracted by the electrical field and others are repelled. The quantity of pho-
tons attracted and repelled will be explained later in this paper. The author’s 
program works with enough statistical interactions to get a clear function dis-
tribution of particles on bins of one degree. The program was run to a reasona-
ble distance from the edge for the necessary amount of time to accumulate 
enough information. This is more effective because going to infinity will natu-
rally accumulate infinity particles with deviation between zero and one degree. 
As it is known, that intensity I is related to the density of particles; the following 
function describes the calculated angle distribution of particles in both directions,  

at any point far away after the perturbation 
2sin

2

oII
θ

=
 
 
 

. 

Moreover, any interaction between coming particles with any weak field will 
show some measurable effect only after the particles travel a long distance. In 
this model, a cut off distance definition—Y Initial (YIni)—was used to avoid the 
infinite effect mentioned before. Consequently, if a screen is placed at some dis-
tance x from the field’s plane, any particles going through the field at a distance 
y bigger than YIni will collide with that screen quasi-perpendicularly. At this 
point the YIni value will depend on the distance x. Any point of the screen with y 
bigger than YIni can have photons simultaneously coming straight and photons 
affected by the repulsion of the edge. The closer the photons move around the 
edge, the stronger the repulsion they will experience and the longer the distance 
they will travel to get to the screen. The final distance travelled by the photon  

after repulsion (Yfr) follow the equation e
Iniy y

x
fr Iniy y y

−

= −  (extreme values for  

this equation are yfr = 0 for y = yIni; and yfr = y for Iniy y x−  ). However, when 
calculating the photon’s angle of deviation (θ), the vision line makes us “believe” 
the photon comes from the edge; thus, the equation that might be used to calculate  

the angle is tan y
x

θ = . These last two equations are key points for understanding  

light behavior. 

3. One Edge 

Let’s assume that all photons arriving simultaneously to the flat field plane have 
same null phase to simplify the math. It is, photons moving within quasi-parallel 
rays and instantaneous occupying the same plane, will have same phase, in this 
case null phase. No mathematical elaboration will be used, to focus on the model 
presented here. The calculations will be divided in two regions because the phys-
ics of the problem follow two different combinations. The shadowed region (1) 
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where y is lower than YIni, and the illuminated region (2) where y is bigger than 
YIni. 

3.1. Illuminated Region 

The intensity can be calculated using the superposition of the electrical field 
in the transversal direction, and the superposition of the vector potential in 
the longitudinal direction. Photons moving straight will merge with photons 
effected by repulsion on the edge. The simplified expression of the intensity, 
without intentional trigonometrical reduction, becomes: 

( ) ( ) ( )
( ) ( ) ( ) ( )

( )

2 2
1 0 1 0

0

cos sin sin sin
cos sin

sin sin
I I

I o o
I I

A A
I I

ϕ θ ϕ θ
ϕ ϕ

θ θ

     = + + +    
        

 (1) 

where 2π
o xϕ

λ
= , 0.8

2π 1 1
xw

a
a bλ

=
 + 
 
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λ
= + + ,  

1tan Ini
o

y
x

θ −  =  
 

, 1tanI
wv
x

θ −  =  
 

, AI is the amplitude “reflected,” λ is the  

“spatial period”—distance between closer photons on a beam with same phase 
and equivalent to the wavelength on the wave theory—and v is a unitless pa-
rameter proportional to the distance from the geometric shadow to the point 
where the intensity has been calculated. v is well documented in [9] [10] [11] 
and it is fraction of some geometrical parameters, that also include the spatial 
periodicity λ. 

3.2. Shadowed Region 

The intensity of the shadowed region obeys: 

( ) ( )
( )

( ) ( )
( )

( )
( )

2 2 2
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cos sin sin sin sin
sin sin sin
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           = + =        
                

 (2) 

where 1tan Ini
S

wv v
x

θ − − =  
 

. Equations (1) and (2) include the parameter Y  

initial that could be considered as a constant of integration. It will guarantee 
the continuity between the shadow and illuminated functions. Figure 1 shows 
these requirements. This graph can be compared to the one on page 57 of [9], 
considering that their graph represents the amplitude of the electrical field 
and not the intensity. This calculation describes what is known as Fresnel’s 
Diffraction. J.D. Barnett and F.S. Harris, Jr., utilized Equation (2) [10] to cal-
culate Fresnel’s Diffraction, which I will use in this work as well. Figure 1 in-
cludes a superposition of that equation, some experimental points from [11], 
and the author’s illuminated and shadow regions using the parameters I0 = 1, 
λ = 546.1 nm, a = 20.243 m, b = 32.632 m, x = a + b, vIni = 5, φIni= −2.7 rad, AI = 
0.16, and AS = 0.5. 
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Figure 1. Open intensity normalize to one. The Barnett’s experimental points can be 
founded in his first columns of Tables VI and VII [11]. 

4. Two Edges 

There is a symmetry line between the two edges that will be used as a frame of 
reference. Both edges define a slit of width a and, at a perpendicular distance far 
away from it, the intensity pattern is described by Fraunhofer’s equation. On a 
screen located at a distance x from the slit with the condition x a , all photons 
coming through it will NOT arrive perpendicular to it because of the interaction 
with the edges. This situation slightly changes the physics of this process thus, it 
is important to assess these changes. The value of Y initial increases while the 
base angle θ0 decreases on Fresnel’s region with the increment of the distance x. 
Fraunhofer’s region starts when Y initial stops growing at the possible maximum 
value (half of the slit width) and the base angle stops decreasing at the minimum 
value. In Fresnel’s region, photons are moving simultaneously in x and y direc-
tions producing a cylindrical symmetry, while in Fraunhfer’s region these pho-
tons are somehow moving in z direction producing a spherical symmetry. Inten-
sity on the last case is also modulated by a fraction. The numerator of the intensity  

exhibits a “dispersive spherical” effect: 
2

2
24π

2
a

λ

 
 
 

 The denominator of the  

intensity shows a sinusoidal form, which raised to the second power will look  

like this 

2

2 2

2y

x y

 
 
 + 

. Normalizing the ratio of both parts can be achieved by  

introducing a constant in the modular function fN. Then, according to the iden-
tity sin(φ) = cos(φ + π/2), the intensity could be described by Equation (3), 
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( ) ( ) ( ) ( ){ }2 2
1 2 1 2cos cos sin sinNI f ϕ ϕ ϕ ϕ= + + +                 (3) 

where 
2

2
1

2ππ
2
ax yϕ

λ
 ≈ + + + 
 

 for “reflected” photons from the left edge  

(exact value of the phase will not change the final numerical result) and  
2

2
2

2π
2
ax yϕ

λ
 ≈ + − 
 

 for “refracted” photons from the right edge. 

The normalized function results in 
2

2πN
xf
ay

λ 
=  
 

 after applying approximate  

calculations when y comes closer to zero. Figure 2 shows a graphical compari-
son between the intensities calculated using the equation introduced in this  

paper and the following recognized function: 
( )

( )

2
πsin sin

π sin
o

a

I I a

θ
λ

θ
λ

  
    =  
 
  

 [12]. 

5. Many Edges 

At this point, the physics of this paper have been all set. However, it is important 
to analyze what happens when there are many slits involved. Now, the more 
convenient reference frame should be centered according to the symmetry de-
fined by the total number of edges. On 5 slits, photons coming from reflection 
and refraction contact each other with the phases:  

2
1 22ππ

2n
ax y ndϕ

λ
 ≈ + + + +  

 and 
2

2 22π
2n
ax y ndϕ

λ
 ≈ + + −  

 where n goes 

from −2 to 2; there are five additions of each kind. The d is the distance between 
the centers of two adjacent slits. Intensity represented in Figure 3 comes from  
 

 
Figure 2. Both functions with maxima intensity were normalized to one. The 
intensity was calculated at distance x equal to a million spatial periods behind 
the slit. The slit width was equal to a thousand spatial periods of value one. 
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Figure 3. Photons coming through five slits. The precise calculation of 
the actual wave theory was conducted using Fresnel’s equations from 
the program Wolfram Mathematica 10. See function on the Appendix. 

 
Equation (4), and the parameters λ = 0.0005 mm, x = 2000 mm, a = 0.04 mm, 
and d = 0.12 mm. 

( ) ( ) ( ) ( )
2 2 22 2

1 2 1 2

2 2
cos cos sin sin

2π

n n

n n n n
n n

xI
ay
λ

ϕ ϕ ϕ ϕ
= =

=− =−

         = + + +                
∑ ∑   (4) 

Figure 3 shows the four basic properties described in the book [12]. The first 
property is Imax = N2Io (where N is the number of slits and Io is the maximum in-
tensity for one slit). The second one is that the number of secondary maxima 
equals N − 2. The third one expresses the principal maxima are exhibited on 
points which obeys equation dsin(θ) = mλ. The fourth one is that the minima 
occurs at points which obeys equation asin(θ) = mλ.  

The increment of the number of slits increases height and thickness of the 
principal maxima. The more edges you have, the greater the number of photons 
that will go through them and the bigger the chance to force each other to go in 
a different direction until they found a direction where photons around them 
have the same phase. On gratings, the number of slits is so big that the huge 
number of minima removes most of the photons between maxima. 

6. Mach-Zehnder Interferometer 

On this device, the diffraction is eliminated allowing the study of pure interfe-
rence. This produces higher intensities and a clearer manifestation of the inte-
ractions between photons. The apparatus by itself is more sophisticated than a 
superficial option such as a screen with two holes; however, the mathematical 
output is dramatically simplified because of the necessity to pay attention to only 
two virtual foci. The two outputs in the Mach-Zehnder interferometers come 
from the same unique source. But, if anybody remove one of the sensors, and 
look in the direction of the coming light, it will give the impression that the two 
beams come from two apparent sources, because both beams come from differ-
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ent directions. Mathematically, it is possible to replace the bouncing real paths 
with two imaginary straight lines of the same optical length. Equation (5) in-
cluded the interaction between the two virtual straight beams; and Equation (6) 
is almost the same but adds a π increment of phase to one of the beams as is 
proposed in [13], 

( ) ( ) ( ) ( ){ }2 2
0 1 2 1 2cos cos sin sinI I ϕ ϕ ϕ ϕ= + + +                   (5) 

( ) ( ) ( ) ( ){ }2 2
0 1 2 1 2cos cos sin sinI I π ϕ ϕ π ϕ ϕ= + + + + +                (6) 

where ( ) ( )2 22
1

2π x y b z cϕ
λ

≈ + + + +  and 2 2 2
2

2π x y yϕ
λ

≈ + + . Figure 4  

shows three different combinations of the offset b and c. On left set b ≠ 0 and c = 
0; on middle set b = 0 and c ≠ 0, and on the right set b ≠ 0 and c ≠ 0. 

Particularly interesting to study is what happened to the Mach-Zehnder out-
puts if the difference of path between the beams becomes closer to zero. How the 
output will change if a miniscule perturbation occurs in some place of the body 
of any of the beam splitters? If the perturbation occurs in the first beam splitter 
both outputs should reflect the perturbation, as is visible on the right-top corner 
of Figure 5. This situation induces the incorrect interpretation that the photons  

 

 
Figure 4. Mach-Zehnder outputs with the two virtual foci in three positions: 1) both foci perpendicular to the line of observation; 
2) both foci in aliment with the line of observation; and 3) a combination of the previous ones. 
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Figure 5. Mach-Zehnder outputs from two virtual foci in aliment with the line of observation and with almost zero difference of 
path between both beams. The consequence of the perturbation on the first beam splitter is visible on the upper right corner of 
each of the images. The consequence of perturbation on the second beam splitter is visible in the center of the right output image 
but none is seen in the left one. Experimental comparison could be done with the Figure 7 and Figure 8 of the author’s previous 
paper [14]. 

 
that are missing in one output come to the other one. The correct interpretation 
should be that the photons that are pushed away from a repulsive interaction 
(destructive interference on the wave theory) come to the surrounding space. 
This case can be observed in the center of the figure of the right output where 
the black spot does not match a brilliant one in the left output because the per-
turbation occurs in the second beam splitter. 

7. Conclusions 

Currently, there are contradictions between different theories within the micro-
scopic world, which have decreased the intrinsic harmony of Physics. To mi-
nimize these theoretical contradictions, physicists created an artificial model that 
has made satisfied some and made skeptics of others. Some of these contradic-
tions come into question while one attempts to explain the nature of light. It is 
viewed as a mixture of wave-particles properties. In this paper, the vast world of 
diffraction and interference of light was explained with a simple idea based on 
photon interactions. These interactions are modulated by assuming that photons 
have two orthogonal polarizations: one transversal to and the other longitudinal 
to the line of propagation. Three main interactions produce all the variation of 
the light’s intensity: pure attraction, a combination of attraction and repulsion, 
and pure repulsion. The first one defines the maxima while the last one defines 
the minima on any intensity distribution. From a practical point of view, where 
the condition of minimum is satisfied, photons are pushed away from one 
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another. However, where the condition of maximum is satisfied, the coherence 
between photons increases; photons can travel staying as close as possible to 
each other and forcing each other to be in phase. In some way, a group of pho-
tons is comparable to a perfect elastic body, until some strong enough interac-
tions appear and separate one or more of them from the group. The author 
model uses two orthogonal directions as are done on the accepted wave theory 
of light. But these two points of view are not equivalents to each other at all, no 
mathematically not physically, because one requires the integrals of many sec-
ondary emissions, and the author one only asks for the addition of many sources 
as edges are involved on the problem. 

In short, there is no need of using a wave point of view or any wave’s prop-
erties to explain the diffraction or interference of light. Since Calculus was not 
used, the content of all these ideas could be explained, if it is desired, to even be-
ginning students of physics at the middle school level. If this is true, maybe it 
will become necessary to re-interpret de Broglie’s ideas [15]. 
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