
Advances in Pure Mathematics, 2017, 7, 441-449 
http://www.scirp.org/journal/apm 

ISSN Online: 2160-0384 
ISSN Print: 2160-0368 

 

DOI: 10.4236/apm.2017.78029  Aug. 24, 2017 441 Advances in Pure Mathematics 
 

 
 
 

A Distributional Representation of Gamma 
Function with Generalized Complex Domian 

Asifa Tassaddiq*, Rabia Safdar, Tahira Kanwal 

Department of Mathematics, Government College University, Faisalabad, Pakistan 

 
 
 

Abstract 
In this paper, we present a new representation of gamma function as a series 
of complex delta functions. We establish the convergence of this representa-
tion in the sense of distributions. It turns out that the gamma function can be 
defined over a space of complex test functions of slow growth denoted by  . 
Some properties of gamma function are discussed by using the properties of 
delta function. 
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1. Introduction 

The problem of giving !s  a useful meaning when s  is any complex number 
was solved by Euler (1707-1783), who defined what is now called the gamma 
function,  

( ) ( )( )1
0

: e d , 0 .t ss t t s i sσ τ σ
∞ − −Γ = = + =ℜ >∫           

(1.1) 

He extended the domain of gamma function from natural numbers,  , to 
complex numbers  . This is an extensively studied classical function and can 
be considered as a basic special function. It can be written as a sum of two 
incomplete gamma functions  

( ) ( ) ( )1 1 1
0 1

: e d e d , , .t s t ss t t t t s x s xγ
∞− − − −Γ = + = + Γ∫ ∫          

(1.2) 

The function ( )sΓ  itself, and its incomplete versions ( ),s xγ  and ( ),s xΓ , 
are known to play important role in the study of the analytic solutions of a 
variety of problems in diverse areas of science and engineering (see, for example, 
[1] [2] and [3]; see also the recent papers [4] [5] [6] and [7]). By using the 
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Fourier transform representation, a distributional representation of the gamma 
function  

( ) ( ) ( )( ) ( )
0

1
2π 0

!

m

m
i i m

m
σ τ δ τ σ σ

∞

=

−
Γ + = − + >∑

         
(1.3) 

was obtained in [8]. This led to new integral identities involving the gamma 
function. 

At first glance, it seemed to give useful results but the “distributional repre- 
sentation” presented was not mathematically well defined there. As such, we 
could not be entirely sure of the validity of any new results presented in [8]. The 
consistency of the results obtained by classical means would be reliable. How- 
ever, if we have to check each new result, the new representation would become 
useless. The problems with the distributional representation were that the delta 
functional along the imaginary axis had not been defined in [8], nor was a clear 
definition of the space of test functions provided. 

Similarly, the results presented were generalized in [9]  

( ) ( ) ( )( ) ( )( )
0 0

1
2π 0; 0, 0 .

! !

n m n

b
n m

b
i i m n b b

m n
σ τ δ τ σ σ

+∞ ∞

= =

−
Γ + = − + − ℜ > = >∑∑  (1.4) 

Again some new formulas were derived, which were also checked by using 
classical means but the representation was not mathematically well defined. Such 
type of representations are also obtained for other special functions, see for 
example [10] and [11]. 

In this paper, we present a new representation of gamma function and 
establish the convergence of this representation in the sense of distributions. By 
doing so it turns out that the domain of gamma function can be extended from 
complex numbers   to complex functions  . Some properties of gamma 
function are discussed by using the properties of delta function. 

The plan of this paper is as follows. After giving a necessary and brief 
introduction to distributions and test functions in Section 2, we discuss the 
distributional representation of gamma function in Section 3. The convergence 
of the series along with its properties are also discussed here. Some properties of 
gamma function w.r.t Fourier transformation are discussed in Section 4. 

2. Distributions and Test Functions 

The space of all continuous linear functionals acting on the space of test 
functions with compact support and its dual are denoted by   and ′  res- 
pectively. Distributions can be generated by using the following method. Let 
( )f t  be a locally integrable function then corresponding to it, one can define a 

distribution f  through the convergent integral  

( ) ( ) ( ) ( ), , : d .f f t t f t t tφ φ φ φ
+∞

−∞
= = ∀ ∈∫ 

           
(2.1) 

It is easy to show that it is a continuous linear functional by using the 
definition of φ  and the details are omitted here, [12]. Distributions that can be 
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generated in this way (from locally integrable functions) are called the regular 
distributions. The study of distributions is important because they not only 
contain representations of locally integrable functions but also include many 
other entities that are not regular distributions. Therefore many operations like 
limits, integration and differentiation, which were originally defined for func- 
tions, can be extended to these new entities. All distributions that are not regular 
are called singular distributions, for example, the delta function is a singular 
distribution. 

The Fourier transform of an arbitrary distribution in ′  is not, in general, a 
distribution but is instead another kind of continuous linear functional which is 
defined over a new space of test functions. Such a functional is called an 
ultradistribution, for example delta function of complex argument is an ultra- 
distribution ([12], Section (7.7)). Some properties of delta function include  

( ) ( ) ( ) ( ), , ,s c s s cδ φ φ φ− = ∀ ∈ ∈
              

(2.2) 

( ) ( ) ( ) ( ) ( )1; 0s s s sδ δ δ α δ α
α

− = = ≠             (2.3) 

and 

( ) ( ) ( ) for .a s s b a b a s bδ δ δ− − = − > >             (2.4) 

Therefore, we first discuss the space of test functions on which such distri- 
butions act. The space of test functions denoted by   consists of all those 
entire functions whose Fourier transforms are the elements of  , ([12], Section 
(7.6)). Since φ  is an entire function, it cannot be zero on any interval a t b< <  
except when it is zero everywhere. Thus the spaces   and   do not intersect 
except in the identically zero testing function. The corresponding dual to the 
testing function space   is ′  whose elements are the Fourier transforms of 
the elements of ′ . Neither   nor ′  are subspaces of   or ′  and 
vice virsa. However, the following inclusion holds 

′ ′⊂ ⊂ ⊂                          (2.5) 

and  
.′ ′⊂ ⊂ ⊂                          (2.6) 

Here   is the space of testing functions of rapid descent and ′  is the 
space of distributions of slow growth, which is also called the space of tempered 
distributions. An important example of ultradistributions is ([12], p. 204, 
Equation (7))  

( ) ( ) ( )
0

e ; 2π 2π ,
!

n
t n

n

i
i

n
α α
ω δ ω δ ω α

∞

=

  = = +  ∑
          

(2.7) 

where α  is a complex number. Hence, delta function of complex argument is 
defined on the space of test functions  . 

A sequence { } 1
fµ µ

∞

=
 is said to convergent in ′  if every fµ  is in ′  and 

if, for each φ  in  , the sequence { }
1

,fµ µ
φ

∞

=
 converges in the ordinary 
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sense of convergence of numbers. As φ  traverses  , the limits of { }
1

,fµ µ
φ

∞

=
 

define a functional f  on  , and f  is said to be the limit of { } 1
fµ µ

∞

=
. The  

dual space ′  is closed under convergence. As usual, an infinite series is said 
to converge in ′  if the sequence of its partial sums converges in ′ . For 
further discussion of the spaces,   and ′ , see ([12], Chapter 2) and ([12], 
Chapter 3). 

3. Distributional Representation of the Gamma Function 
and Some Properties 

Theorem 1. Gamma function has a series representation  

( ) ( ) ( )
0

1
2π .

!

n

n
s s n

n
δ

∞

=

−
Γ = +∑

                  
(3.1) 

Proof. Consider Equation (1.2)  

( ) ( ) ( )( )
0

1
2π .

!

n

n
i i n

n
σ τ δ τ σ

∞

=

−
Γ + = − +∑

             
(3.2) 

Now, by making use of the basic property of delta function given in Equation 
(2.3) and taking i sσ τ+ = , we obtain  

( )( ) ( )( ) ( ) ( )21 ,i n i i n i i n s n
i

δ τ σ δ τ σ δ σ τ δ − + = − + = + + = +    
(3.3) 

which leads to (3.1). 
Theorem 2. Prove that (3.1) converges over the space of complex test functions 

denoted by  .  
Proof. The series can act over test functions as  

( ) ( ) ( ) ( )
0

1
, 2π .

!

n

n
s s n

n
φ φ

∞

=

−
Γ = −∑

               
(3.4) 

We can note that  

( )
0

1 1
! e

n

m n

∞

=

−
=∑

                        
(3.5) 

and ( )nφ −  is slowly increasing sequence of test functions. Therefore, the series 
(3.4) is convergent by using famous Abel convergent test or by ([13], Propo- 
sition 1, p. 46). 

Remark 1. Note that φ ∈  implies that the series is convergent. Conversely 
if the series is convergent then φ  may or may not belong to  , therefore the 
condition is necessary and not sufficient. 

Remark 2. Note that (3.1) generalizes the domain of (1.2) from real τ  to 
complex s  and then to ( )sφ . 

Remark 3. Any sequence of complex delta functions ( ){ } 0n
s nδ

∞

=
+ , when 

multiplied and divided by 2π
e

 gives us e
2π

 times gamma function  
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∑
               

(3.6) 

Theorem 3. Prove that gamma function is a continuous linear functional over 
 .  

Proof. If ( )1 sφ  and ( )2 sφ  are test functions in   and α  and β  are 
two complex numbers, then  

( ) ( ) ( ) ( ) ( ) ( ) ( )1 2 1 2
0

1
, 2π , .

!

n

n
s s s s n s s

n
αφ βφ δ αφ βφ

∞

=

−
Γ + = + +∑

  
(3.7) 

Since complex delta is linear over  , this implies that gamma function is 
also linear over  . It gives us  

( ) ( ) ( ) ( ) ( ) ( ) ( )1 2 1 2, , , .s s s s s s sαφ βφ α φ β φΓ + = Γ + Γ
     

(3.8) 

If ( )sΓ  is known to be linear, definition of continuity will be wane to as “the 

numerical sequence ( ) ( ){ }
1

, v v
s sφ

∞

=
Γ  converges to zero, whenever the sequence 

converges to zero.” Let { } 1µ µ
φ

∞

=
 be a sequence of test functions in   con- 

verges to zero. Then by the continuity of delta functional, the sequence  

( ){ }
1

,s n µ µ
δ φ

∞

=
+  converges to zero, which implies that 

( ){ } ( ) ( ){ }
1 10

1
, 2π ,

!

n

n
s s n

nµ µµ µ
φ δ φ

∞∞ ∞

= ==

−
Γ = +∑

          
(3.9) 

converges to zero. For linear functionals continuity at any point is equivalent to 
continuity at every point. It proves that gamma function (3.1) is a continuous 
linear functional over  . 

Theorem 4. Prove that following properties hold for gamma function as a 
distribution.  

1) Addition  

( ) ( ) ( ) ( ) ( ) ( ) ( )1 2 1 2, , , ,s s s s s s sφ φ φ φΓ + = Γ + Γ
       

(3.10) 

2) Multiplication  

( ) ( ) ( ) ( ), , ,s s s sα φ αφΓ = Γ
               

(3.11) 

α  be any complex or real number.  
3) Shifting or Translation  

( ) ( ) ( ) ( ), , .s s s sτ φ φ τΓ − = Γ +
              

(3.12) 

4) Multiplication of independent variable with a constant (positive or negative)  

( ) ( ) ( ) 1, , .sas s s
a a

φ φ  Γ = Γ  
                 

(3.13) 

5) Shifting including multiplication with independent variable  
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( ) ( ) ( ) 1, , .sas s s
a a

τ φ φ τ Γ − = Γ + 
              

(3.14) 

6) The product of gamma function with a regular distribution ( )sψ  is defined 
over  .  

7) The product ( ) ( )s sψ Γ  is also continuous linear functional over  .  
Proof. Results (1-7) can easily be proved by using the properties of complex 

delta functions. 
Theorem 5. Prove that distributional derivatives of gamma function also exist. 
Proof. By using ( ) ( ) ( ) ( ) ( )1 1, 0s sδ φ φ= − , ([12], p.14, (12)), first derivative 

of (3.1) is  

( ) ( ) ( ) ( ) ( ) ( )11 1

0

1
, 1 ,

!

n

n
s s n

n
φ φ

∞

=

−
Γ = − −∑

            
(3.15) 

which is convergent as discussed earlier. Similarly for kth order implies that  

( ) ( ) ( ) ( ) ( )
0

1
, 1 .

!

n
kk k

n
s s n

n
φ φ

∞

=

−
Γ = − −∑

            
(3.16) 

Theorem 6. The recurrence relation for gamma function as a distribution 
holds true ( ) ( )1s s sΓ + = Γ  iff ( ) ( )1s s sφ φ− =  where φ ∈ . 

Proof. By using the Equation (3.10) and fixing α  as a complex number”s” 
and using Equation (3.11), one can obtain the required result. 

Theorem 7. The following result for the product of the gamma function holds 
true  

( ) ( ) ( ) ( ) ( )22π e , .a s s b a b sδ φΓ − Γ − = − ∀ ∈          (3.17) 

Proof. Consider  

( ) ( ) ( )

( ) ( )( ) ( )( ) ( )
2

0

,

1
2π ,

!

n

n

a s s b s

a s n s n b s
n

φ

δ δ φ
∞

=

Γ − Γ −

 −
 = − + + −
 
 

∑        
(3.18) 

By making use of (2.4), we get  

( ) ( ) ( ) ( ) ( ) ( )
2

0

1
, 2π ,

!

n

n
a s s b s a b s

n
φ δ φ

∞

=

 −
 Γ − Γ − = −
 
 

∑
    

(3.19) 

( ) ( ) ( ) ( ) ( ) ( )2, 2π e , .a s s b s a b sφ δ φΓ − Γ − = −
       

(3.20) 

Hence proved. 

4. Properties of Distributional Representation of Gamma 
Function w.r.t Fourier Transformation 

Before stating the properties, we write the necessary notations used for this 
section. Here  

( ) ( ) [ ]( ) ( ); .s s s sφ φΓ = Γ =  


 
              

(4.1) 
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s s s n s
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φ δ φ

δ φ φ
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−
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∑




 

    

 
(4.2) 

By using ([12], p. 184) gives  

( ) ( ) ( ) ( ) ( ) ( )ˆ, 2π , 2π , ,s s t t t tφ φ φΓ = Γ − = Γ


         
(4.3) 

where φ̂  denotes the transpose of test function φ .  

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ), 2π , 2π , 2 , ,s s s s s t t tφ φ φ π φ
∨

Γ = Γ = Γ − = Γ 
  

 
(4.4) 

here we define ( ) ( )t tφ φ
∨

− =   

( ) ( ) ( ) ( ) ( ) ( ), 2π , 2π ,s s s t t tφ φ φ
∨

Γ = Γ − = Γ
 

         
(4.5) 

Again, from parseval’s identity  

( ) ( ) ( ) ( ) ( ) ( ), 2π , 2π ,s s s s s sφ φ φΓ = Γ = Γ  
  

         
(4.6) 

By applying double Fourier transform  

( ) ( ) ( ) ( ) ( ) ( ), 2π , 2π ,s s s s t tφ φ φΓ = Γ = Γ −


 

         
(4.7) 

i.e., double Fourier transform of a distribution is again a distribution. There 
will be a change of sign in range as one can see ([6], p. 189, problem(1)).  

Theorem 8. By using the differentiation and integration rules of distribution 
prove that  

( ) ( ) ( ) .kk s it t Γ = − Γ 


                    
(4.8) 

Proof. For φ  is in  ,  
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )

1 1

1 1

( ), ,

, ,

s s s s

s s s s

φ φ

φ φ

Γ = Γ

Γ = Γ

 




                
(4.9) 

( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )

1

1

1

, , e

, ,

, , .

ists s s it s

s s it s s

s s it s s

φ φ

φ φ

φ φ

−Γ = Γ −

Γ = − Γ

Γ = − Γ






 

            
(4.10) 

On the same way differentiation w.r.t s upto k times, we get  

( ) ( ) ( ) ( ) ( ), , .kk s s it s sφ φΓ = − Γ 

             
(4.11) 

It gives  

( ) ( ) ( )kk s it sΓ = − Γ 

                    
(4.12) 

or  

( ) ( ) ( ).kk s it tΓ = − Γ

                    
(4.13) 

 
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Theorem 9. If ( )sΓ  is in ′  then its Fourier ( )sΓ  is also in ′ . 
Proof. Since ′  is closed under Fourier transformation therefore result 

follows.  
Theorem 10. If ( )sΓ  is a distribution of complex space   then its Fourier 

transformation ( )tΓ  is an infinitely smooth distribution.  
Proof. By following the lines of above theorem which shows that derivative of 

Fourier transform of ( )sΓ  exist upto kth order in distributional sense. So ( )tΓ  
is a distribution that is infinitely smooth. 

5. Concluding Remarks 

One normally thinks of a function as defined by a series or an integral of some 
variable or in terms of those functions that we regard as “elementary”. However, 
the function needs to be regarded as an entity in itself, which is represented by a 
series or an integral. Only in this sense can we continue the function beyond its 
original domain of definition. This is essential for applying the function beyond 
dealing with the problem it was originally defined to deal with. This consideration 
becomes especially important when discussing the theory of (special) functions. 
There is more than one representation for all special functions, for example, the 
series representation, the asymptotic representation, the integral representation, 
etc. Further there can be more than one integral or series representation, which 
help to define the function in different regions. For example the integral repre- 
sentation (1.1) of the gamma function is defined in the positive half of the 
complex plane. It leads to another representation, which is defined in the whole 
complex plane except at negative integers. One can also use a different repre- 
sentation to express the function in terms of simpler functions. It will help to 
know the behavior of the original function at certain points of its domain. One 
representation can give simpler proofs of some known properties as compared 
to other. Here, in our present investigation, we have obtained a new represen- 
tation of gamma function, which defines it over a space of complex entire test 
functions of slow growth denoted by  . Some properties of gamma function 
are also discussed over this space. It is hoped that various new properties and 
applications of gamma function can also be defined using this generalized do- 
main. It will extend the use of gamma function in distribution theory and other 
fields of Engineering and Science.  
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