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Abstract 
Imagine that hundreds of video streams, taken by mobile phones during a rock concert, are up-
loaded to a server. One attractive application of such prominent dataset is to allow a user to create 
his own video with a deliberately chosen but virtual camera trajectory. In this paper we present 
algorithms for the main sub-tasks (spatial calibration, image interpolation) related to this prob-
lem. Calibration: Spatial calibration of individual video streams is one of the most basic tasks re-
lated to creating such a video. At its core, this requires to estimate the pairwise relative geometry 
of images taken by different cameras. It is also known as the relative pose problem [1], and is fun-
damental to many computer vision algorithms. In practice, efficiency and robustness are of high-
est relevance for big data applications such as the ones addressed in the EU-FET_SME project Sce-
neNet. In this paper, we present an improved algorithm that exploits additional data from inertial 
sensors, such as accelerometer, magnetometer or gyroscopes, which by now are available in most 
mobile phones. Experimental results on synthetic and real data demonstrate the accuracy and ef-
ficiency of our algorithm. Interpolation: Given the calibrated cameras, we present a second algo-
rithm that generates novel synthetic images along a predefined specific camera trajectory. Each 
frame is produced from two “neighboring” video streams that are selected from the data base. The 
interpolation algorithm is then based on the point cloud reconstructed in the spatial calibration 
phase and iteratively projects triangular patches from the existing images into the new view. We 
present convincing images synthesized with the proposed algorithm. 
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1. Introduction 
If you visited a rock concert recently, or any other event that attracts crowds, you probably recognized how 
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many people are taking videos of the scenario, using their mobile phone cameras. Combining these video 
streams potentially allows viewing the scene from arbitrary angles or creating a new video with an artificially 
designed camera trajectory. This is one of the challenges of SceneNet1, which aims to develop software for ag-
gregating such audio-visual recordings of public events, in order to create multi-view high quality video se-
quences. The general setup of the SceneNet computational infrastructure is depicted in Figure 1. 

In order to achieve this goal, there are several challenges that require an efficient solution. The first challenge 
is the mobile infrastructure: the individual user needs to be related to the event, including time and location tags. 
Then, large amounts of audio-visual data need to be transferred via the cellular network to a server. To this end, 
we have developed a framework which reduces the transmitted data. In this framework the server performs spa-
tial registration based on image features and sensor measurements that are computed on the devices. From this 
registration and from video quality measurements (also done on the devices), the server chooses a small subset 
of videos that are transferred to the server for the multi-view video generation. The bandwidth reduction is 
therefore a function of the minimal number of features and auxiliary data that is needed for an accurate spatial 
registration. 

The second challenge is spatial registration, i.e. the task of determining the relative position and orientation of 
two video streams. This is the classical task of epipolar geometry which describes the relative geometry of two 
images depicting the same scene. It is encoded in a 3 × 3 singular matrix known as the fundamental matrix [1]. 
Estimating the fundamental matrix and thus the epipolar geometry, is a core ingredient for many of computer vi-
sion algorithms such as structure-from-motion [2], vision-based robot navigation [3] and even for intra-operative 
guidance [4]. 

A common practice, for estimating the fundamental matrix, is to use matching invariant features, e.g. SIFT, 
SURF, etc. followed by a robust model-fitting algorithm. Typically, a RANSAC [5] like algorithm that samples 
a set of putative correspondences until an outliers-free set is found. Outliers are defined as correspondences that 
do not agree with the estimated model yielded from the correspondences set. The main weakness of RANSAC- 
like scheme is the requirement of sampling a valid set, where all are inliers, with a high probability. The number 
of sampling subsets that are needed, to get a valid set, is exponential with the subset’s cardinality. 

These days, it is common to use mobile cameras that have built-in sensors such as accelerometer, compass 
and gyros. These can be used for measuring the motion and orientation of the mobile camera. In this paper we 
present an algorithm for estimating the epipolar geometry given, the relative orientation of the cameras and the  
 

 
Figure 1. The presented research is part of project SceneNet, which aim is to aggregate numerous audio-visual recordings of 
public events, captured by mobile devices (far left), in order to create a multi-view high quality video sequence. The data is 
transmitted via the cellular network to a high performance computing server, where it been synchronized, followed by the 
proposed spatial registration algorithm (middle bulb). The data will then be available through a dedicated viewer in which a 
user will be able to define an artificial camera that moves along a specific trajectory. To this end, in this paper, we present an 
image synthesis algorithm that can generate a convincing synthesized image from a specific camera pose. In addition, The 
event will create a community, where each member may provide another piece of the puzzle and view the entire information. 

 

 

1The SceneNet project, programme FET-Open SME (GA 309169), http://scenenet.uni-bremen.de/. 

http://scenenet.uni-bremen.de/
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intrinsic parameters of the cameras. This allows computing an improved, accurate registration with less feature 
points than traditional algorithms [1]. 

Given the spatially calibrated cameras, the ability to interactively control the viewpoint while watching a 
video, is an exciting application. This poses an additional challenge, i.e. an efficient image interpolation algo-
rithm is required in order to obtain free viewpoint video. 

Novel view interpolation, also known in the literature as image-based rendering (IBR), is a classic problem in 
computer vision and graphics [6]: given a collection of input video frames, synthesize images which would have 
been seen from viewpoints along a desired camera path. We propose a geometry-based approach that uses, ex-
cept from the available images, the 3D structure, which has been generated in the spatial calibration stage. 

The main challenge of novel view interpolation is how to robustly estimate pixel correspondences between 
two given cameras frames and to interpolate the pixel motion into the novel image in a coherent way. In the 
proposed approach each rendered image is constructed from two existing images of the two most similar cam-
eras, by transferring triangular patches one at a time. The triangles were defined by the correspondences of the 
two existing images projected onto the novel view according to 3D structure that has been estimated. We do not 
impose strong assumption on the scene structure or the camera movement, allowing for arbitrary input and even 
for wide baseline setups. 

The rest of the paper is organized as follows: Section 2 analyzes the complexity of the problem; Section 1 re-
views the state of the art works that are related to this presentation; and Section 4.3 presents the spatial registra-
tion algorithm. In Section 5 we present the virtual image generating algorithm; Section 6 presents experimental 
results that validate the presented algorithms; and Section 7 concludes the presentation. 

2. Complexity Analysis 
In this section we give a theoretical and practical analysis of the computational complexity of the spatial regis-
tration algorithm for the specific problem of numerous users capturing the same scene. 

The amount of data that needs to be transfer via the network is illustrated in the following example. Consider 
a Samsung Galaxy S6 device that records UHD video (3840 × 2160) with a bit-rate of 48 Mbps, and Full-HD 
video (1920 × 1080) with a bit-rate of 17 Mbps. In a moderate scene with 50 devices filming UHD and 50 de-
vices filming Full-HD, the total bit-rate is accumulated to 3.25 Gbps. Hence, real-time transfer of all the videos 
to a common server is not feasible due to bandwidth limits of the wireless network which cannot exceed 500 
Mbs for an individual user. The practical approach would be to submit only the detected features that can be 
computed on the device for each frame. This approach can be rendered insufficient since a typical number of 
detected features may be beyond several thousands. For example let n = 5000 be the number of features, and 
assume that each detected feature is described by a SIFT descriptor [7] of length d = 128 where each element is 
represented by an unsigned integer with 8-bits. Then, for each frame the mobile generates a total of n × d × 8 ≈ 5 
Mb which may aggregates to 120 Mb/sec for 25 frames in a second. Hence, even with feature representation it 
won’t be possible to submit the data of more than 3 users to the server. One approach to solve this problem is to 
send only a subset of features. This requires a robust and accurate algorithm to solve the registration problem 
with a small subset of features. Such an algorithm is presented in this paper. 

The core of the registration algorithm relies on comparisons between images. However, only images taken 
from nearby positions will give valuable results. Since, in the first frame we have no initial guess on the location 
of the cameras, we need to compare all the images pairs, which results in complexity of ( )2O N , for N cameras. 
For the following frames, however, we can reduce the complexity to ( )O N , by assuming a minor movements 
of the cameras, thus comparing each camera only with its neighbors. For T time-frames in a video, we get a total 
complexity of ( )2O N N T+ ∗ , and since for normal framerate T N , the complexity become ( )O N T∗ , 
and linear in the number of frames ( )O T . Since the complexity cannot be reduced bellow linear, the only way 
to reduce the running time is to reduce the inner comparison computation time. 

As an example consider the N = 50 cameras scenario described above. In order to initialize the spatial regis-
tration an order of ( )2O N  pairwise computations are required. As is described in Section 3, Each computation 
consists of a robust optimization procedure in order to estimate the fundamental matrix, which demand a set of 
35 iterations for the propose algorithm where as 1177 are needed for the 8-point algorithm [8] a factor of 33 in 
favor of the proposed algorithm2. However, since the order of the number of pairwise comparisons is quadratic, 

 

 

2Note that using the 5-point algorithm [9] demand 146 iterations, but the computational complexity of each iteration is much higher. 
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the actual improvement factor is 332 ≈ 103. Hence, the registration algorithm described here requires the trans-
mission of a smaller number of features, which results in a lower bandwidth consumption with an additional ad-
vantage of efficient computation time. 

3. Related Work 
The focus of the paper is on the spatial registration task and on synthesis of virtual camera images. Hence the 
description of the state-of-the-art on these topics is given in the following subsections. 

3.1. Spatial Registration 
In this section we review the relative pose estimating algorithm that are relevant to this correspondence. In order 
to determine the relative pose between two cameras, one need to estimate the fundamental or essential matrix. 
These matrices represent the epipolar geometry that described the relative geometry of two cameras. 

The fundamental matrix, F, encapsulates the two cameras’ intrinsic parameters which are the focal lengths 
and the principle points, and the extrinsic parameters which include the relative orientation, and the translation 
vector from the first to the second camera. The intrinsic parameters are usually publicity available through the 
camera manufacturer or the operation system of the mobile device. Given the intrinsic parameters the problem 
reduced to estimating the essential matrix, E, that encode only the relative pose parameters. 

Numerous methods have been proposed for estimating the fundamental matrix, which can be classified as li-
near, iterative and robust methods. There are a set of “n-point” feature-based algorithms to compute the funda-
mental matrix, or the essential matrix in case of known intrinsic parameters. The fundamental matrix can be es-
timated by the normalized-8-point algorithm [8] or 7-point algorithm [10]. If the camera is calibrated, or the in-
trinsic parameters are known a priori, an equivalent 6-point [11] and 5-point [9] algorithms have been deve- 
loped. 

The performance of the “n-point” algorithm is significantly depends on the quality of the feature correspon-
dences detected between the images. There are two main sources for degradation in the correspondences quality, 
(a) bad point localization due to image noise and (b) outliers caused by wrong matching between corresponding 
feature points. The “n-point” algorithms can compensate for feature localization errors by adding redundant 
points and solving a least-squares minimization problem. Alternatively, iterative methods are in general more 
accurate than the linear “n-point” methods. They use sophisticated computational approaches to solve a non-  
linear optimization problem [12]. One form of such non-linear optimization problem is to minimize a cost func-
tion that sums the distance between feature points and their corresponding epipolar lines [13]. Iterative methods 
are more accurate than the linear methods but are much more computationally expensive and cannot cope with 
outliers. Therefore they are impractical for real time application. Nevertheless, iterative methods are extensively 
used as refine procedure after getting an outlier free and accurate enough solution using robust and linear me-
thods [14]. 

Robust methods aim to tolerate both image noise and outliers. Robust parameters estimation in presence of 
outliers is a general problem in computer vision and thorough reviews can be found in [15] [16]. M-estimators 
[1] reduce the affect of outliers by using a heavy-tailed weighting function on the individual residuals. There are 
many M-estimators, each with its specific weight function. Another set of techniques is based on randomly se-
lecting a subset of correspondences for computing an approximation of the fundamental matrix by a linear me-
thod. There are two major random sampling approaches: Least median of squares (LMedS) [17] and random 
sampling consensus (RANSAC) [5]. The difference between the two approach is in the way they determine the 
fundamental matrix. The chosen fundamental matrix, according to LMedS, is the one that minimize the median 
distance between the points and the corresponding epipolar lines. RANSAC compute the number of inliers for 
each computed matrix and choose the matrix with the maximum inliers. 

The weak point of the sampling-based algorithms is the necessity to sample an oulier free set. The number of 
random samples needed to get an outlier free set depends exponentially on the number of elements required for 
the estimation and on the inlier fraction. Thus, reducing the size of the sampling set is of utmost importance 
when applying RANSAC scheme. For example, to get an outlier free sample with 99% certainty from a data set 
with 50% outlier ratio, one needs to sample 146 times while using the 5-point algorithm, 1177 times while using 
the 8-point algorithm, and 35 while using the proposed 3-point algorithm. A factor of 4 and 33 speedup, respec-
tively. Hence, the proposed 3-point algorithm will be much more efficient, which might be very important for 
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limited computational power devices such as smartphones. 
In addition, RANSAC scheme can yield inaccurate hypothesis estimation due to image noise. In order to im-

prove the performance of the RANSAC scheme many algorithms have been developed, such as LO-RANSAC 
[18], PROSAC [19], BEEM [20], BLOGS [21], and recently USAC [22]. 

Recently, many researchers aim at exploiting auxiliary information either visual, like vanishing points, or us-
ing external sensor attached to the camera like Inertial Measurement Unit (IMU). For example, in [23], camera 
motion is computed using both a monocular camera and an IMU in a complementary way. The problem of esti-
mating the relative pose given two rotation angles has been investigate in [24]. In their algorithm the two rota-
tion angles are given from the accelerometer sensor. Other approaches, e.g. [25], used sensors’ measurement as 
auxiliary information and concentrate on the integration between vision-based and sensors-based pose estima-
tion and their review is out of the scope of this paper. Closely related to the presented approach, Dalalyan and 
Keriven [26] formulate the relative pose estimation problem with known relative orientation as an inverse prob-
lem. Their optimization framework is a global one where all the parameters, the camera positions and outlier 
identities, are estimated simultaneously. 

3.2. Virtual Camera 
The developed approach was inspired by several state-of-the-art works on image-based rendering and image 
stabilization. A well established technique for image morphing is based on feature matching. For a survey of 
such methods see [27]. A modern approach is presented by Gurdan et al. [28]. Their multiview image interpola-
tion algorithm is focused on synthesizing novel in-between images, and is based on sparse feature matching 
without any knowledge on calibration parameters. The main effort is, therefore, to robustly estimate pixel cor-
respondences and subsequently interpolate the pixel motion properly. They presents convincing results of inter-
polated in-between image. 

Other class of approaches for novel image synthesis is based on 3D structure information, usually recon-
structed using standard structure-from-motion (SFM) algorithm [1]. Liu and Jin [29] proposed a video stabiliza-
tion algorithm guided by structure from motion reconstruction. The 3D approach to video stabilization is closely 
related to our goals. In this context the camera path is estimated using SFM algorithm and a smooth path is fit to 
the noisy motion of the hand-held camera path. This setup reduces the problem into the image-based rendering 
(IBR) problem of novel view interpolation. 

Recently, Kopf et al. [30] published an algorithm for creating hyper-lapse video, where a regular video is 
summarized by taking only the k-th frame. But, instead of taking just the k-th frame which can yield non-stabilized 
movie they estimate a smooth path using SFM algorithm and synthesis these images along the estimated path. 
Their approach, however, is limited to a single camera and may fail for large wide baseline camera setups. 

4. Relative Pose Estimation for the Case of Known Rotation Matrix 
Nowadays, cameras are often attached with high-quality sensors, such as accelerometer, magnetometer (com-
pass) and gyro. In addition, for vision-based robot navigation, low-cost inertial measurement units (IMUs) based 
on micro-electro-mechanical systems (MEMS) devices can be used to estimate the relative pose. 

In this section we present an effective algorithm that exploits sensors’ measurements for estimating the essen-
tial matrix and thus solves the relative pose problem. A short version of the proposed method has been presented 
at GAMM 2015, see [31]. In the following we outline the approach starting with the required mathematical 
background. 

4.1. Mathematical Foundation 
In this presentation we follow the standard notations and mathematical foundation presented in Hartley and Zis-
serman [1]. 

The pinhole camera model is given by a projection matrix 

P K R RC K R=  −  =     t                                (1) 

where K is the calibration matrix, R is the rotation matrix that rotates a vector in the world coordinate system to 
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the camera’s reference frame, and C is the camera’s center of projection in the world coordinate system. 
The calibration matrix is a 3 × 3 matrix that includes the focal length, and the principle point of projection. 

Practically, the image’s center point is commonly regarded as the principle point. The focal length can be esti-
mated using dedicated algorithms, e.g., [32], or by using camera’s manufacturers data, which can be extracted 
from EXIF metadata or through the mobile operation system. 

4.2. Epipolar Geometr 
The geometry that described the relative pose of two cameras is known as epipolar geometry [1], and it is en-
capsulated in two 3 × 3 matrices: the fundamental matrix, F; and the essential matrix E. 

The fundamental matrix is composed of the extrinsic parameters that describe the relative pose between the 
two views, and the intrinsic parameters that include the focal length and the principal point (center of projection) 
of the cameras. As stated above, the intrinsic parameters may be regarded as known, and can be extracted from 
the camera API and thus reduce the fundamental matrix to the essential matrix: 

T ,E K FK′=                                       (2) 

where any tagged symbol represents entities of the 2nd camera. The essential matrix E is composed of the rela-
tive rotation and translation, 

[ ] ,E R
×

= t                                        (3) 

where [ ]×t  represents the cross-product matrix form: 

[ ]
0

0
0

z y

z xx

y x

t t
t t
t t

 −
 = − 
 − 

t                                  (4) 

It has 5 degrees of freedom (DOF), 3 for the 3 rotation angles, and 2 for the normalized 3-vector that 
represents the translation between the two view. 

In order to estimate the essential matrix and thus solve the relative pose problem, one uses the epipolar con-
straint equation: 

( )T 0;E′ =x x                                       (5) 

where ′ ↔x x   are normalized image points from the two view, i.e., 1K −=x x  and 1K −′ ′ ′=x x , that are 
projections of the same world point X , i.e, P′ ′=x X  and P=x X . Note that image points are represented  
by homogeneous vectors [ ]T, ,1x y=x . Different estimation algorithms differ in the way they use multiple epi-  
polar constraint from multiple correspondence pairs. 

4.3. Proposed Estimation Method 
It is common to represent the rotation matrix by its Euler-angles: 

( ) ( ) ( ) ( ), , .r x y zR R R R Rφ θ ψ φ θ ψ= =                            (6) 

Given the relative rotation matrix, a set of points from the first image [ ]T, ,1i i ix y=x , 1, ,i n=  , corres-  

ponding to a set of points from the other image [ ]T;1i i ix y′ ′ ′=x , 1, ,i n=  , where i i′ ↔x x  for all i, the opti-
mization problem is: 

( ) [ ]( )2Tˆ arg min , s.t. 1.i r i
i

R
×

′= =∑
t

t x t x t                          (7) 

Using the Euler-angle representation, each corresponding pair ′ ↔x x  , yield one linear equation: 
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( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( )( )(
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( )( ) ( ) ( ))
( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( )( )(
( ) ( ) ( ) ( ) ( )( )

cos cos cos sin sin cos cos sin sin sin cos sin

sin sin sin cos sin sin cos sin cos cos cos sin

cos cos cos cos sin sin sin cos cos

cos sin sin cos sin cos

i i i

i i x

i i i

i

y y x

y y t

x x x

psi x

φ θ ψ φ θ φ ψ θ φ ψ φ ψ

φ ψ θ φ ψ θ ψ φ φ ψ θ φ

φ θ φ ψ θ φ ψ ψ θ

φ ψ θ φ

′ ′− − + − +

′+ + + − +

′ ′+ − − +

′+ + + ( ) ( )( ) ( ))
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )( )(
( ) ( ) ( ) ( ) ( ) ( ) ( )( )( ) ( ))

sin sin

cos sin cos cos cos sin sin cos sin

cos sin sin sin sin cos cos sin

0

i y

i i i i

i i i i z

i x i y i z

y t

x y x x

y x y y t

a t b t c t

θ ψ θ

θ φ ψ θ ψ φ θ φ ψ

θ ψ φ ψ θ φ ψ θ

−

′ ′ ′+ + − +

′ ′ ′− − − +

= ⋅ + ⋅ + ⋅ =

 

Hence, the optimization problem (7) is reduced to a 3-dimensional linear optimization problem: 

[ ]( )2Tˆ arg min , , , s.t. 1.i i i
i

a b c= ⋅ =∑
t

t t t                           (8) 

A valid solution is possible with only two equations because t has only 2 degrees of freedom. But to avoid 
degenerated situations we use it with a minimal set of 3 correspondences. 

Similar to the 8-point algorithm [8], if more than 3 point correspondences are available, the linear 3-point al-
gorithm can be used to find a least squared solution to an over-constrained system (8). 

4.4. Relative Orientation from Sensor Measurements 
The rotation matrix in Equation (3) represents the rotation from the second camera to the first, where the first 
camera is located at the origin and is align with the coordinate system major axis. In case the rotation matrices of 
both cameras are given by sensor measurements with respect to some global reference frame, the relative orien-
tation need to be computed for the proposed algorithm. Let 1R  and 1t  be the rotation matrix and the 
translation vector of the first camera and 2R , 2t  are the same parameters of the second camera, then the rela-
tive pose can be computed as: 

T
2 1rR R R=                                         (9) 

( )1 2 1 .r R= −t t t                                    (10) 

Then, rR  is separated to its Euler-angle representation which are used to compute the linear coefficients of 
the constraints in (8). Equation (10) is used to compute the actual location based on the estimated rt . 

5. Image Interpolation for Virtual Camera 
A schematic illustration of the virtual camera problem is illustrated in Figure 2. Given the spatially calibrated 
cameras and 3D reconstructed points, the goal is to render the images of an artificial cameras moving along a 
specific trajectory. Each virtual image along this trajectory is reconstructed from the two most similar camera 
images. The camera similarity is defined according to the rotation deviation of the neighbor cameras. 

After identifying the two most suitable cameras, our approach for novel view image synthesis consists of the 
following steps: 

1) Projection of feature correspondences from two nearest views into new image. 
2) Delaunay triangulation of projected points. 
3) Warp triangles into new view. 
4) Fill holes and background from a background model. 
The following subsections detail our approach with respect to the processing steps. 

5.1. Feature Projection on New View and Triangulation 
For a new camera pose, i.e., 3D rotation and spatial location, we commence by identifying the two closest cam-
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eras, and the subset of 3D points that corresponds to matching feature pairs. The two cameras are the two that 
have the most similar orientation out of the set of nearby cameras. This stage utilizes the 3D background model 
that been constructed in the spatial calibration task. 

Using the epipolar constraint and guided matching more features pairs are added and triangulated, where the 
triangulation procedure is the standard Delaunay triangulation. An example of the pairwise matching and the 
projection on the new view is given in Figure 3. 

5.2. Triangle Warp 
The triangulation on the new view induce triangular meshes on the two existing images. In the next phase we 
sequentially go over the triangles in the new view and render them one at a time. 

In order to choose the best “looking” triangle we compute the Procrustes distance [33] [34] between the trian-
gle in the new view and the corresponding triangles in the two chosen images. The Procrustes distance, ( ),U Vρ , 
is a geometrical similarity measure between two shapes, U and V, with k points represented by a configuration 
matrix , k mU V ×∈ . In our application, we compare triangles in the plane, hence k = 3 and m = 2. 

A normalization procedure precedes the computation of the Procrustes distance. The centroid of the configu-
ration is translated to the origin and the norm of the configuration is rescaled to unity. The distance is defined as: 
 

 
Figure 2. A schematic illustration of the virtual camera problem. Given a set of calibrated cameras and a set of 3D recon-
structed points, we aim at generating the images of an artificial camera moving along the green line. In the proposed scheme, 
each new image is reconstructed from two images taken from the two most similar cameras. 
 

   
(a)                                    (b)                                     (c) 

Figure 3. (a) Dense matching between two existing images; (b) Corresponding 3D points are projected on the new camera 
image; (c) The feature points on the new empty images are triangulate using standard Delaunay triangulation. 
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( )
1

, arccos ,
m

i
i

U Vρ λ
=

 =  
 
∑                                (11) 

where iλ  are the singular values of TV U . The full derivation of this result can be found in ([33], Ch. 4). 
We add another condition on the appearance of the triangles if the sum of squared difference (SSD) of the 

pixels from the two triangle is above a predifined threshold we reject this specific triangle. This condition, has 
two proposes. First, it aims to handle matching errors, that can reduce appearance artifacts. Second, it reduces 
the artifacts caused by triangle that its pixels cover segments in multiple depths. 

5.3. Min-Cut Blending 
Each new rendered triangle is expanded by a constant band that overlaps the already rendered pixels. Similar to 
image quilting [35], we apply dynamic programming to compute a path through the error surface at the overlap 
area. The error values are just the SSD values between the new triangle and the existing pixels. This procedure 
reduces hard boundaries between the triangles. Figure 4 depicted two examples of the final boundaries between 
the new render triangle and the existing pixels. 

6. Experimental Results 
In this section we provide a quantitative evaluation of the proposed approach on synthetic generated data as well 
as on several real-world datasets. These evaluations show that the presented algorithm leads to estimators that 
are competitive with state-of-the-art algorithms. 

6.1. Synthetic Data 
In this experiment we synthesized 3D data points and two cameras with known poses and intrinsic parameters. 
We report two kinds of experiments, the first examine the resilience of the estimation algorithm to additive spa-
tial noise that perturbed the feature points in the image domain. The second experiment, examine the behavior of 
the estimation algorithm in the presence of mis-matched points, i.e., in the presence outliers. For the synthetic  
 

   
(a)                                            (b) 

Figure 4. To reduce hard boundaries we compute a soft boundary (depicted in red) as the minimum 
cost path through the error surface at the overlap region. The overlap region is the green triangle. 
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experiment we compared our algorithm to the standard normalized-8-points algorithm (N8P) [8] and to the im-
plementation of the 5-pt algorithm given by [36]. 

For each experiment we test 3 camera configurations. First, two cameras with the same orientation looking 
forward located along the x-axis. Second, two cameras located along the x-axis looking forward with different 
orientations. Third, the two cameras located one in front of the other, with the same orientation. 

We report two evaluation criteria. First, the root mean square error (RMSE) on the basis of the Sampson dis-
tance, which is defined as: 

( )
( ) ( ) ( ) ( )

2

sampson 2 2 2 2
1

1 2 1 2

1 ,
n

i i

i

F
E

n =

′
=

′ ′+ + +
∑

x x

l l l l
                         (12) 

where iF′ =l x  and T
iF ′=l x . In addition, ( )2

kl  and ( )2
k

′l , k = 1, 2, denote the square of the k-th element of 
l  and ′l , respectively. The Sampson distance is an estimate to the reprojection error, and it is a popular alter-
native since it is much easier to evaluate. This is measured on a small validation set of noise-free points. The 
second criterion is the error of the translation vector estimator with respect to the ground-truth. 

The results of the experiments are illustrated in Figure 5 and Figure 6, for the outliers and spatial noise tests, 
respectively. It is evident that the proposed algorithm outperform the other algorithms for both the spatial noise 
test and the outliers contamination test. 

6.2. Real Data 
We evaluate the propose calibration approach on two benchmark datasets that are extensively used for evaluating 
structure-from-motion algorithms [37]. Each image is of size 2048 × 3072 and has been corrected for distortion.  
 

   
(a)                                    (b)                                     (c) 

   
(d)                                    (e)                                     (f) 

Figure 5. Results of the resilience to outliers test. In this test we embedded the estimation algorithms into a RANSAC 
scheme and report their performance for different amount of outliers. We report results for 3 camera configurations, and 
compare 3 algorithms. The first row reports the performance measured by the Sampson error (12) and the second row reports 
the estimation error of the translation vector. (a) and (d) are the results of two parallel cameras located on the x-axis; (b) and 
(e) are the results of two non-parallel cameras looking forward; and (c) and (f) are the results of a configuration where one 
camera is located in front of the other with the same orientation. The three algorithms that were compared—the proposed 
3-point algorithm (−•−), linear 8-point algorithm [8] (−−), and the 5-point algorithm [9] (−−). 
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(a)                                    (b)                                     (c) 

   
(d)                                    (e)                                     (f) 

Figure 6. Results of the resilience to spatial noise test. We report results for 3 camera configurations, and compare 3 algo-
rithms. The first row reports the performance measured by the Sampson error (12) and the second row reports the estimation 
error of the translation vector. (a) and (d) are the results of two parallel cameras located on the x-axis; (b) and (e) are the re-
sults of two non-parallel cameras looking forward; and (c) and (f) are the results of a configuration where one camera is lo-
cated in front of the other with the same orientation. The three algorithms that were compared—the proposed 3-point algo-
rithm (−•−), linear 8-point algorithm [8] (−−), and the 5-point algorithm [9] (−−). 

 
Both datasets are available online3, and include accurate camera matrices from which we extract the rotation 
matrices. The first dataset is the Fountain-P11, which contains eleven images of a fountain. The other dataset is 
the Herz-Jesu-P25 which contain 25 images of a building. Feature points were detected using standard corner 
detector and were described by SIFT descriptors [7]. Then, we compute putative matching by descriptor similar-
ities and imposing mutual matching. These correspondences with the calibration matrices and the rotation ma-
trices were the input to a RANSAC-based calibration algorithm. In each iteration of the algorithm a 3-point set 
of correspondences were sampled and used to solve the optimization problem prsented in Equation (8). The iter-
ative process continued until a valid set is found which separate the correspondence set into inliers and outliers. 
The final estimation result is given by solving Equation (8) using all the inliers set. 

The estimated camera locations and the estimated 3D structure of both datasets are illustrated in Figure 7. 
In addition, we compare the camera location estimates of the proposed algorithm to the results reported by 

Dalalyan and Keriven [26]. As stated above, they proposed a global estimator for the same problem, i.e., spatial 
calibration in case of known rotation angles. They also published their Matlab code with their data matrices for 
both datasets4. The accuracy and timing performance of our algorithm compared to their algorithm both running 
implemented in Matlab and given the same input is reported in Table 1 for the Fountain-P11 dataset, and in Table 
2 for the HerzJesu-P25 dataset. While the estimation error for the Fountain-P11 dataset is comparable to Dala-
lyan and Keriven [26] algorithm, the timing of the proposed algorithm is an order of magnitude better. For the 
HerzJesu-P25 dataset both the timing of the proposed algorithm is an order of magnitude better where the accu-
racy is two order of magnitude better. 

This experiments on real datasets provided both qualitative and quantitative results that prove the validity of 
the proposed algorithm for solving spatial calibration problems. 

 

 

3http://cvlabwww.epfl.ch/data/multiview/denseMVS.html.  
4http://imagine.enpc.fr/dalalyan/3D.html.  

http://cvlabwww.epfl.ch/data/multiview/denseMVS.html
http://imagine.enpc.fr/dalalyan/3D.html
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(a)                                               (b) 

Figure 7. Camera locations and scene points estimated by the proposed 3-pt algorithm. (a) Fountain-P11 da-
taset; (b) HerzJesu-P25 dataset. 
 
Table 1. Numerical results comparing the performance of the proposed algorithm with respect to the method 
reported in [26] on the Fountain-P11 dataset. Both algorithms were implemented in Matlab and run on the 
same data. 

 Estimation Error Time (Section) 

Proposed 3-pt. alg. 0.000128 15.3 

Dalalyan & Keriven [26] 0.000342 265.0 

 
Table 2. Numerical results comparing the performance of the proposed algorithm with respect to the method 
reported in [26] on the HerzJesu-P25 dataset Both algorithms were implemented in Matlab and run on the 
same data. 

 Estimation Error Time (Section) 

Proposed 3-pt. alg. 0.000968 11.7 

Dalalyan & Keriven [26] 0.040161 269.23 

6.3. Virtual Camera 
In this section we demonstrate the validity of the proposed virtual camera scheme. The reported results are based 
on the Fountain-P11 dataset, more results are available in the project’s website5. We applied the spatial registra-
tion algorithm (Section 4) and reconstructed the 3D point cloud as is illustrated in Figure 7. The artificially tra-
jectory was defined as a smooth path from the first camera to the last that goes through the centroid of the cam-
era locations. This is the green path depicted in Figure 2. 

Synthetic image is presented in Figure 8 (middle column) with respect to the two existing images that been 
used as “building material” (left and right columns). It is clear that the produced synthetic image is perceptually 
a convincing image. There are, though, some artifact yielded by the perspective changes between the two views, 
e.g., in the water pipe behind the fountain and the image border. These are expected artifacts since generating a 
novel image is an ill-posed problem due to change in perspective and occlusions. An interesting results is shown 
in the bottom row depicting a zoomed-in part of the images above. The synthesized image in the middle looks 
convincing enough, except from a small curvature behind the statue’s head that is caused by the perspective 
change and the limited information. 

 

 

5http://scenenet.uni-bremen.de/. 

http://scenenet.uni-bremen.de/
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(a)                                    (b)                                     (c) 

                     
(d)                                    (e)                                     (f) 

Figure 8. Novel image synthesis from two images from the Fountain-P11 dataset. The full images are shown in the top row, 
where the image on the left and the image on the right are the real images and the center image is a novel image. The bottom 
row shows a detail of the above images. 

7. Conclusions 
These days, given the amount of images and videos capture of the same scene at the same time, it is natural to 
ask, how all this huge volume of information can be utilized for a different and better experience for the user? In 
this paper we present two algorithms that can be the first building blocks for such an ambitious goal. 

The first algorithm is a spatial calibration algorithm, which gives the captures images and the measurements 
of the device’s sensors accurately and efficiently estimates the pose of the cameras. We validate the proposed 
algorithm on synthetically generated data and on well-established benchmark datasets, and compare it to state- 
of-the-art algorithms. 

The second algorithm is a virtual images generator that gets the calibrated cameras poses and the recon-
structed 3D point cloud, and generates virtually appealing images of a virtual camera moving along a specific 
trajectory. The proposed algorithm generates the virtual image from two images of the cameras that have similar 
viewing angle and are not far from the virtual camera. We present several results that demonstrate the quality of 
the algorithm. 
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