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Abstract 
This paper presents a medical image compression approach. In this approach, first the image is 
pre-processed by Differential Pulse Code Modulator (DPCM), second, the output of the DPCM is 
wavelet transformed, and finally the Huffman encoding is applied to the resulting coefficients. 
Therefore, this approach provides theoretically threefold compression. Simulation results are pre-
sented to compare the performance of the proposed (DPCM-DWT-Huffman) approach with the per-
formances of the Huffman incorporating DPCM (DPCM-Huffman), the DWT-Huffman and the Huff-
man encoding alone. Several quantitative indexes are computed to measure the performance of 
the four algorisms. The results show that the DPCM-DWT-Huffman, the DWT-Huffman, the DPCM- 
Huffman and the Huffman algorisms provide compression ratio (CR) of 6.4837, 4.32, 2.2751 and 
1.235, respectively. The results also confirm that while the proposed DPCM-DWT-Huffman approach 
enhances the CR, it does not deteriorate other performance quantitative measures in compari-
son with the DWT-Huffman, the DPCM-Huffman and the Huffman algorisms. 
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1. Introduction 
The main objective of image compression techniques is to reduce the image size for less storage and transmis-
sion bandwidth by discarding irrelevance and redundancy of the image data. These techniques can be classified 
into two categories: lossless and lossy compression techniques. Lossless techniques are applied when data are 

http://www.scirp.org/journal/jsip
http://dx.doi.org/10.4236/jsip.2015.62012
http://dx.doi.org/10.4236/jsip.2015.62012
http://www.scirp.org
mailto:Eng_mahmoudkhaled@yahoo.com
http://creativecommons.org/licenses/by/4.0/


M. Abo-Zahhad et al. 
 

 
124 

critical and loss of information is not acceptable. Hence, many medical images should be compressed by lossless 
techniques [1]. Medical image processing and compression have become important to medical field. Nowadays, 
many hospitals around the world use compression to store routinely-made patient images for follow-up and 
tracking the patient state. There have been many studies on medical image lossless compression [2]-[6]. Several 
image compression techniques encode transformed image data instead of the original images [7]-[11]. This has 
been motivated by adding primary compression or size reduction, due to transformation, before final encoding. 
Differential pulse code modulation (DPCM) has been used to add data compression prior to Huffman encoding. 
In this approach, compression can be theoretically twofold. This DPCM-Huffman compression has been applied 
to medical images [12]. 

An efficient compression method for medical images is proposed. The method is based on adding a data size 
reduction to the DPCM output prior to Huffman encoding. This is done by discreet wavelet transformation (DWT). 
The DWT is an efficient method to represent data with fewer numbers of coefficients. Then, the expected com-
pression can be threefold. Comparison between the proposed method and other ones to measure the performance 
has been applied. Other methods have been explained in details in next section. The paper is organized as fol-
lows. In Section 2, the main idea of Huffman encoding is presented. The DPCM-Huffman method is discussed 
in Section 3. In Section 4, The DWT-Huffman is discussed. In Section 5, the proposed method of incorporating 
the DWT with the DPCM-Huffman compression method is discussed. Section 6 shows and discusses the com-
pression results provided by the four techniques: Huffman, DPCM-Huffman, DWT-Huffman and the proposed 
DPCM-DWT-Huffman. Finally, Section 7 presents the conclusion. 

2. Huffman  
Figure 1 shows a schematic block diagram for image compression using Huffman encoding method. The Huff-
man encoding starts with calculating the probability of each symbol in the image. The symbols probabilities are 
arranged in a descending order forming leaf nodes of a tree. When the symbols are coded individually, the Huff-
man code is designed by merging the lowest probable symbols and this process is repeated until only two proba-
bilities of two compound symbols are left. Thus, a code tree is generated and Huffman codes are obtained from 
labelling of the code tree. The minimal length binary code for a two-symbol source, of course, is the symbols 0 
and 1. The Huffman codes for the symbols are obtained by reading the branch digits sequentially from the root 
node to the respective terminal node or leaf. Huffman coding is the most popular technique for removing coding 
redundancy as shown in Figure 2 [13]. Huffman code procedure is based on the following two observations.  

1) More frequently occurred symbols will have shorter code words than symbol that occur less frequently;  
2) The two symbols that occur least frequently will have the same length. 
The average length of the code is given by the average of the product of probability of the symbol and number 

of bits used to encode it. More information can found in [14] [15]. 
And the Huffman code efficiency is calculated as  

entropyHuffman code efficiency is
the average length

=                           (1) 

Huffman’s procedure creates the optimal code for a set of symbols and probabilities subject to the constraint 
that the symbols be coded one at a time [13]. 

 

 
Figure 1. Schematic diagram of image compression using 
Huffman encoding.                                    
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Figure 2. Huffman coding procedure [4].                   

 
The entropy (H) of the source can be determined from the following Equation (2). The entropy value describes 

how much compression is possible for that image in the form of bit per pixel. It should be noted that, there can-
not be any possible compression ratio smaller than entropy. The entropy of any image is calculated as the aver-
age information probability. Entropy indicates the required amount of bits per pixel [12]. 

( ) ( )
1

logH
L

k k
k

p a p a
=

= −∑                                      (2) 

where pk is the probability of intensities, k is the intensity value, and L is the number of intensity values used to 
present image. 

3. DPCM-Huffman  
In [12], a modification of Huffman method has been developed based on DPCM predictor for hardware imple-
mentation of lossless medical brain CT image compression. DPCM-Huffman method improves the conventional 
Huffman method by transforming the input image with DPCM and the transformed data is inputted to the con-
ventional Huffman encoding. The DPCM has been carried out by studying all possible predictors and select the 
most efficiency one through the calculation of the entropy of each predictor and comparing between them.  
Therefore a twofold of compression could be obtained. Figure 3 illustrates a schematic diagram for the DPCM- 
Huffman algorithm. 

Differential pulse code modulation (DPCM) is an operation of converting a signal into a predicted one. Then 
the differences between the original signal values and predicted ones are encoded and stored. DPCM compres-
sion method can be conducted for intra and inter frame coding. Intra coding exploits spatial redundancy and in-
ter coding exploits temporal redundancy. In the intra-frame coding, is formed by the difference between the 
neighbouring pixels of the same frame, further, the inter-frame is formed between two consecutive frames for 
the same value. In both the value of target pixel is predicted by neighbouring pixels. DPCM compression de-
pends on the prediction technique, which leads to good compression rates [16]. 

DPCM prediction is nonlinear. Its basic idea is to predict the value in every image pixel and make the pre-
dicted error entropy less than the original image entropy. Because there is strong correlation among adjacent pixels, 
current pixel values are predicted by knowledge of its adjacent pixels. 

Figure 4 shows illustrative example where the predicted value of 
�

X, X , is computed based on given values 
of neighbour pixels A, B, C and D. The predicted error X X−

�
 is saved in the position of X. However, when it 

comes to the image boundary, one or two values among A, B, C and D do not exist For the first pixel in the up-
per left corner, all of the three values do not exist. Thus, this pixel is not predicted and its value is saved in the 
header information of the output code stream [17]. 

4. DWT-Huffman  
Figure 5 shows The Discrete Wavelet Transform (DWT) of a sequence consists of two series expansions, one 
corresponding to the approximation and the other to the details of the sequence. The formal definition of DWT  
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Figure 3. Schematic diagram of the image compression algorithm using 
DPCM-Huffman encoding.                                        

 

 
Figure 4. Prediction model of DPCM system.                        

 
of an N-point sequence x [n], 0 ≤ n ≤ N − 1 is given by 

( ){ } ( ) ( )0 , ,DWT f t W j k W j k∅ ψ= +                                (3) 

where, ( ) [ ] [ ]
0

1
0 ,0

1, N
j knW j k x n n

N∅ ∅−

=
= ∑  and ( ) [ ] [ ]1

, 00

1, ,N
j knW j k x n n j j

Nψ ψ−

=
= ≥∑ . It is more efficient 

to implement the 2D DWT using 1D DWT. This arises from the following two issues. 
1) A lot of 1D wavelet design materials exist in the literature; 
2) Fast implementation of 1D DWT is also available.  
Here, the 2D discrete wavelet transform has been adopted for image compression. We will, therefore, focus 

our attention on the implementation of 2D DWT of an image using 1D DWT in a row-column fashion [18]. We 
first filter it row by row by the filter ( )0h n−  and ( )0h n−  as shown in Figure 5(a), and retain every other 
sample at the filter outputs. This gives a set of two DWT coefficients each of size N × N/2. Next, the DWT 
coefficients of the filter ( )0h n−  are filtered again along each column by the same two filters and subsampled 
by 2 to yield two other sets of DWT coefficients of each size N/2 × N/2. Finally, the DWT coefficients due to 

( )0h n−  are filtered along the columns by the same two filters and subsampled to give two other sets of DWT 
coefficients of each size N/2 × N/2. The LL coefficients correspond to lowpass in the horizontal direction and 
lowpass in the vertical direction. 

The HL coefficients correspond to highpass in the horizontal direction and lowpass in the vertical direction. 
Thus, the HL coefficients follow horizontal edges more than vertical edges. The LH coefficients follow vertical 
edges because they correspond to highpass in the vertical direction and low-pass in the horizontal direction. Fi-
nally, the HH coefficients preserve diagonal edges. 

Figure 5(b) show the LL, HL, LH, and HH when one level wavelet is applied to Lena image. It is obvious 
that the LL output preserve all information about the image while the size is quarter of original image size this 
implies that one level wavelet can provide compression ratio of four. If we ignore the HL, LH, and HH, to re-
construct back the original image from the LL (cA), HL (cD(h)), LH (cD(v)), and HH (cD(d)) coefficients, the in-
verse 2D DWT is applied as shown in Figure 6 [19]. 

Figure 7 shows other modification of Huffman method has been developed based on wavelet transform for 
lossless medical CT images compression. DWT-Huffman method improves the conventional Huffman method 
by transforming the input image with DWT and the transformed data is inputted to the conventional Huffman 
encoding. The wavelet transform is applied to input image to obtain the approximation and detailed coefficients  
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(a)                                                   (b) 

Figure 5. Filtering implementation of 2D-DWT [21].                                               
 

 
Figure 6. One level inverse 2D-DWT [20].                                    

 

 
Figure 7. Schematic diagram for the image compression algorithm using DWT- 
Huffman encoding.                                                        

 
representing the error signal. Then the Huffman encoding is applied to the nonzero coefficients. The wavelet 
family Haar of level one has been used. 

5. DPCM-DWT-Huffman 
To gain more compression we propose to incorporate the DWT within the DPCM-Huffman algorithm explained 
in Section 5 as shown in Figure 8 which provides lossless compression method. Thus the compression ratio (CR) 
can be threefold of the Huffman algorithm. Wavelet analysis has been known as an efficient approach to repre- 
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Figure 8. Schematic diagram for the image compression algo- 
rithm using DPCM-DWT-Huffman encoding.               

 
senting data (signal or image) by approximation and detailed coefficients. In one level image analysis, the ap-
proximation wavelet coefficient shows the general direction of the pixel value, and three detailed coefficients 
shows vertical, horizontal and diagonal details. Compression ratio increases when the number of wavelet coeffi-
cients that are equal zeroes increases [21]. Fortunately, in practice, it has been found that many images can be 
represented by fewer number of wavelet coefficients. Therefore, our proposed method is to take advantage of 
wavelet transform. 

The DPCM has been carried out by studying all possible predictors and select the most efficiency one through 
the calculation of the entropy of each predictor and comparing between them, which found B is the best predic-
tor. However, the prediction error (e), which is the difference between the actual value of the current pixel (X) 
and the predicted one (B) is given by the following equation. 

e X B= −                                              (4) 
Proposed method applies the wavelet transform to the prediction error generated by DPCM to obtain the ap-

proximation and detailed coefficients representing the error signal. Then, the Huffman encoding is applied to the 
nonzero coefficients and to reject other ones. Figure 5 shows a schematic diagram for one level wavelet trans-
form. Therefore, the compression ratio can vary from wavelet type to another depending which one can repre- 
sented the DPCM error signal in fewer number coefficients. 

6. Results and Discussion 
6.1. Performance Measures  
The most common objective performance measures used are Maximum Absolute Error (MAE), Mean Square 
Error (MSE), Root Mean Square Error (RMSE), Signal-to-Noise Ratio (SNR), Peak Signal-to-Noise Ratio (PSNR), 
Compression Ratio (CR). The error function between the reconstructed and original images is given by 

( ) ( ) ( )*, , ,e i j f i j f i j= −                                       (5) 

where ( ),f i j  is the original image and ( )* ,f i j  is the reconstructed image generated form the compressed 
image data. The MAE is given by 

( )( )max , jMAE e i=                                         (6) 

The MSE is the second moment of the error function between the reconstructed and original images, given by 
[22]. 

( )( )
1 1 2

0 0

1 ,
N M

i j
MSE e i j

MN

− −

= =

= ∑ ∑                                      (7) 

where, M × N is the image size. The RMSE is simply the square root of the MSE given by (3).  
The SNR in dB is given by 

( )

( ) ( )

1 1 2

0 0
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0 0

,
10 log
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N M

i j
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i j

f i j
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− −
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where the numerator is the power of the original image and denominator is the additive noise corrupting the re-
constructed image. The PSNR measure the ratio the maximum pixel intensity 2 1B −  (where B is number of bits) 
to MSE given by [22]. 

2 120log
B

PSNR dB
MSE

 −
=  

 
                                   (9) 

Therefore, a higher value of PSNR offers better performance. The CR is often computed by dividing the size 
of the original image in bits over the size of the compressed image data. Thus it is given by [23]. 

Size of original image data
Size of compressed image data

CR =                              (10) 

The three methods, Huffman, DPCM-Huffman and the proposed DPCM-DWT-Huffman, have been applied 
to three CT medical images with different sizes. 

6.2. Simulation Result  
To show the rational of incorporating the wavelet transform between the DPCM and Huffman coding, we have 
executed the following simulation. For an exemplary image shown in Figure 9(a), we have computed the histo-
gram of an exemplary image, Figure 9(b), histogram of wavelet transform (approximation and details coeffi-
cient) as shown in Figure 9(c) and Figure 9(d) respectively. We have computed the DPCM of the image shown 
in Figure 9(e), its histogram, shown in Figure 9(f), and the histogram of wavelet transform (approximation and 
details coefficient) of DPCM image shown in Figure 9(g) and Figure 9(h) respectively. It is apparent that the 
wavelet transform after the DPCM provides denser histogram than the histogram of wavelet transform directly 
of the image. This dense in the distribution leads to small number of Huffman coding. In this example, the 
Huffman coding of the approximation coefficient associated with the wavelet transform of the image provides 
312 codes (final coded size = 121,325 bit), while on the approximation coefficient associated with the DPCM 
image provides 119 code in the codebook (final coded size = 80,863 bit). The Haar wavelet of level one has 
been used in this example. It is worthwhile to mention that while the Huffman codding of DPCM image pro-
vides 46 code number the data to be coded is full size of the image (final coded size = 230,443 bit). 

 

 
(a)                            (b)                          (c)                          (d) 

 
(e)                            (f)                          (g)                          (h) 

Figure 9. (a) Original image; (b) original image histogram; (c) DWT of original image (approximation coeffeicint) histo- 
gram; (d) DWT of original image (details coeffeicint) histrogram; (e) DPCM output; (f) DPCM output histogram; (g) 
DWT of DPCM output (approximation coeffeicint) histogram; (h) DWT of DPCM output (details coeffeicint) histogram.          
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We have also applied the proposed DPCM-DWT-Huffman on different medical images shown in Figures 
10-12 which selected from U.S. National Library of Medicine (NLM) [24]. Image is Specimen from human 
male. A fresh CT image for head and Thorax with Portable Network Graphics (.png) format, Bitmap Image, 
which have 256 × 256 for first one and 512 × 512 for second and third one with 8-bit depth each pixel, which 
have gray scale value from 0 to 255 which indicate the component of image with size 60KB for first image, 
59KB for second one and 77 KB for third one. Tables 1-3 provide the performance measures of the DPCM- 
DWT-Huffman in comparison with Huffman and DPCM-Huffman methods. Different wavelet types and differ-
ent level have been tested. The results have shown that the CR of DPCM-DWT-Huffman, DWT-Huffman, 
DPCM-Huffman and Huffman methods are 6.48, 4.32, 2.27 and 1.2 respectively. The other compression per-
formance measures provided by DPCM-DWT-Huffman, DWT-Huffman and DPCM-Huffman are slightly the 
same. 

 
Table 1. Comparison between our method and other ones.                                                          

Methods 
Metrics 

SNR MSE RMSE PSNR CR 

Huffman Inf 0.00 0.00 Inf 1.2351 

DPCM + Huffman 15.09 31.43 5.61 33.16 2.2751 

DWT (haar) + Huffman 11.80 61.63 7.85 30.23 4.3214 

DPCM + DWT (db1) + Huffman 10.60 85.48 9.25 28.81 6.4837 

DPCM + DWT (db4) + Huffman 11.85 63.96 8.00 30.07 5.3387 

DPCM + DWT (Haar) + Huffman 10.60 85.48 9.25 28.81 6.4837 

 
Table 2. Comparison between our method and other ones.                                                        

Methods 
Metrics 

SNR MSE RMSE PSNR CR 

Huffman Inf. 0.00 0.00 Inf. 2.1291 

DPCM + Huffman 14.93 33.23 5.76 32.92 3.5604 

DWT (haar) + Huffman 20.30 9.11 3.02 38.54 7.4089 

DPCM + DWT (db1) + Huffman 14.23 62.09 7.88 30.20 11.591 

DPCM + DWT (db4) + Huffman 15.78 33.38 5.78 32.90 11.051 

DPCM + DWT (Haar) + Huffman 14.23 62.09 7.88 30.20 11.591 

 
Table 3. Comparison between our method and other ones.                                                        

Methods 
Metrics 

SNR MSE RMSE PSNR CR 

Huffman Inf 0 0 Inf 1.6378 

DPCM + Huffman 19.41 9.91 3.15 38.17 5.7112 

DWT (haar) + Huffman 12.40 51.08 7.15 31.05 2.5313 

DPCM + DWT (db1) + Huffman 11.52 70.27 8.38 29.66 8.7130 

DPCM + DWT (db4) + Huffman 11.68 96.04 9.80 28.31 8.4573 

DPCM + DWT (Haar) + Huffman 11.38 98.59 9.93 28.19 8.7130 
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(a)                      (b)                      (c)                      (d) 

       
(e)                      (f)                      (g)                      (h) 

       
(i)                      (j)                      (k)                      (l) 

       
(m)                      (n)                      (o)                      (p) 

       
(q)                      (r)                      (s)                      (t) 

Figure 10. (a) Original image (CT brain); (b) Reconstructed image from Huffman compression; (c) DPCM 
output from DPCM-Huffman method; (d) Reconstructed image from DPCM-Huffman compression; (e) 
wavelet approximation coefficient from DWT-Huffman; (f) Wavlet details coeffient from DWT-Huffman; 
(g) Wavlet details coeffient from DWT-Huffman; (h) Reonstructed image from DWT-Huffman; (i) DPCM 
output from DPCM-DWT-Huffman; (j) Wavelet approximation coefficient from DPCM-DWT-Huffman 
(db1); (k) Wavelet details coefficient from DPCM-DWT-Huffman (db1); (l) Reconstructed image from 
DPCM-DWT-Huffman (db1); (m) DPCM output from DPCM-DWT-Huffman; (n) Wavelet approximation 
coefficient from DPCM-DWT-Huffman (db4); (o) Wavelet details coefficient from DPCM-DWT-Huffman 
(db4); (p) Reconstructed image from DPCM-DWT-Huffman (db4); (q) DPCM output from DPCM-DWT- 
Huffman; (r) Wavelet approximation coefficient from DPCM-DWT-Huffman (haar); (s) Wavelet details 
coefficient from DPCM-DWT-Huffman (haar); (t) Reconstructed image from DPCM-DWT-Huffman (haar).                       
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(a)                      (b)                      (c)                      (d) 

       
(e)                      (f)                      (g)                      (h) 

       
(i)                      (j)                      (k)                      (l) 

       
(m)                      (n)                      (o)                      (p) 

       
(q)                      (r)                      (s)                      (t) 

Figure 11. (a) Original image (CT brain); (b) Reconstructed image from Huffman compression; (c) DPCM 
output from DPCM-Huffman method; (d) Reconstructed image from DPCM-Huffman compression; (e) 
Wavelet approximation coefficient from DWT-Huffman; (f) Wavlet details coeffient from DWT-Huffman; 
(g) Wavlet details coeffient from DWT-Huffman; (h) Reonstructed image from DWT-Huffman; (i) DPCM 
output from DPCM-DWT-Huffman; (j) Wavelet approximation coefficient from DPCM-DWT-Huffman 
(db1); (k) Wavelet details coefficient from DPCM-DWT-Huffman (db1); (l) Reconstructed image from 
DPCM-DWT-Huffman (db1); (m) DPCM output from DPCM-DWT-Huffman; (n) Wavelet approximation 
coefficient from DPCM-DWT-Huffman (db4); (o) Wavelet details coefficient from DPCM-DWT-Huffman 
(db4); (p) Reconstructed image from DPCM-DWT-Huffman (db4); (q) DPCM output from DPCM-DWT- 
Huffman; (r) Wavelet approximation coefficient from DPCM-DWT-Huffman (haar); (s) Wavelet details co- 
efficient from DPCM-DWT-Huffman (haar); (t) Reconstructed image from DPCM-DWT-Huffman (haar).                       
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(a)                      (b)                      (c)                      (d) 

       
(e)                      (f)                      (g)                      (h) 

       
(i)                      (j)                      (k)                      (l) 

       
(m)                      (n)                      (o)                      (p) 

       
(q)                      (r)                      (s)                      (t) 

Figure 12. (a) Original image (CT thorax); (b) Reconstructed image from Huffman compression; (c) DPCM 
output from DPCM-Huffman method; (d) Reconstructed image from DPCM-Huffman compression; (e) 
Wavelet approximation coefficient from DWT-Huffman; (f) Wavlet details coeffient from DWT-Huffman; 
(g) Wavlet details coeffient from DWT-Huffman; (h) Reonstructed image from DWT-Huffman; (i) DPCM 
output from DPCM-DWT-Huffman; (j) Wavelet approximation coefficient from DPCM-DWT-Huffman 
(db1); (k) Wavelet details coefficient from DPCM-DWT-Huffman (db1); (l) Reconstructed image from 
DPCM-DWT-Huffman (db1); (m) DPCM output from DPCM-DWT-Huffman; (n) Wavelet approximation 
coefficient from DPCM-DWT-Huffman (db4); (o) Wavelet details coefficient from DPCM-DWT-Huffman 
(db4); (p) Reconstructed image from DPCM-DWT-Huffman (db4); (q) DPCM output from DPCM-DWT- 
Huffman; (r) Wavelet approximation coefficient from DPCM-DWT-Huffman (haar); (s) Wavelet details co- 
efficient from DPCM-DWT-Huffman (haar); (t) Reconstructed image from DPCM-DWT-Huffman (haar).                 
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7. Conclusion 
In this paper, we have presented a new image compression technique consisting of the association of the DPCM, 
the DWT and the Huffman coding. In this technique, first the image is passed through the DPCM transformation, 
second the wavelet transformation is applied to the DPCM output, and finally the wavelet coefficients are en-
coded by the Huffman coding. So, the wavelet transformation reduces the redundancy and spatial reputation in 
the image data, which makes the compression more efficiently. Simulation results have shown that the proposed 
DPCM-DWT-Huffman outperforms the DWT-Huffman, DPCM-Huffman and Huffman methods. The four me-
thods provide CR of 6.48, 4.32, 2.27 and 1.2 respectively. 
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