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Abstract 
The effect of the alternative resource and time delay on conservation of forestry biomass is stu-
died by considering a nonlinear mathematical model. In this paper, interaction between forestry 
biomass, industrialization pressure, toxicant pressure and technological effort is proposed and 
analysed. We find out the critical value of delay and observe that there is Hopf bifurcation. Using 
the normal form theory and the center manifold theorem, we determine the stability and direction 
of the bifurcating periodic solutions. Numerical simulations are given to illustrate the analytical 
results. 
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1. Introduction 
Forest is an integral part of our biosphere. It used for fuel, furniture etc. and thus provides strong foundation for 
the development of any country. Forest assists in the global cycling of water, oxygen, carbon and nitrogen. In 
many developing countries, people burn wood to get energy for heating and cooking. Forest also provides food 
and shelter to many wild life species. Due to overpopulation, industrialization and associated pollution forests 
are depleted alarmingly. A typical example is the Doon Valley in the northern part of India where the forestry 
resources are being depleted by limestone quarries, wood and paper based industries, growth of human and li-
vestock populations, expansion of forest land for agriculture and settlement etc., threatening the ecological sta-
bility of the entire region [1]. It is therefore required a suitable harvesting plan to keep ecological balance. For 
controlling depletion of forestry biomass, alternative resources like synthetic, liquid wood, plastic, wood com-
posite lumber etc. can play an important part. The following examples also motivate us to consider biomass-  
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industry system with alternative resource. 
1) To overcome the worldwide problem of conservation of forestry resources, synthetic is a good alternative 

of wood based product as it is cheap, and needs not much maintenance, and the one most important thing is that 
it looks fresher than wood based products.  

2) Plastic and wood composite lumber are quickly becoming a common replacement for redwood, cedar, and 
treated lumber in such applications as decking, door and window frames, and exterior moldings. Redwood and 
cedar decking use virgin trees, maintaining our dependence on scarce wood resources. Plastic and wood compo-
site lumber are worked similarly to real wood and do not require treatment, yet they hold up well to water, sun, 
insects, and salt air, typical enemies of wood [2].  

[3] proposed and analyzed a mathematical model for the survival of a resource-dependent biological popula-
tion (such as human beings) where both the population and its resource were affected by a toxicant emitted into 
the environment from external sources as well as formed by its precursors. [4] investigated a nonlinear mathe-
matical model to study the depletion of forestry resources caused by population and population pressure aug-
mented industrialization. It is shown that the equilibrium density of resource biomass decreases as the equili-
brium densities of population and industrialization increase. It is found that even if the growth of population 
(whether intrinsic or by migration) is only partially dependent on resource, still the resource biomass is doomed 
to extinction due to large population pressure augmented industrialization. It is noted that for sustained indu-
strialization, control measures on its growth are required to maintain the ecological stability. In [5], they pro-
posed a nonlinear mathematical model and analyzed to study the survival of resource-dependent competing spe-
cies. It is assumed that competing species and its resource are affected simultaneously by a toxicant emitted into 
the environment from external sources as well as formed by precursors of competing species. It is concluded 
from the analysis that as the cumulative rates of emission and formation of toxicants into the environment in-
crease, the densities of both competing species and its resource decrease. [6] studied the effect of alternative re-
source (synthetic) on the conservation of forestry biomass which grew logistically decays due to presence of 
wood based industries. 

In same year, [7] studied the effect of time delay on conservation of forestry biomass by proposing a non-  
linear mathematical model. They assumed that the density of forestry biomass depleted due to the presence of 
human population and it was being conserved by applying some technological efforts. Further, [8] and [9] inves-
tigated and concluded a nonlinear mathematical model to study the depletion of forest resources caused by pop-
ulation and the corresponding population pressure. 

As a consequence, we propose a model for the interaction of forestry biomass with industrialization pressure, 
toxicant pressure and applied technological effort. Further, the effect of alternative resource on the growth of fo-
restry biomass is seen. The time delay is the inherent property of the dynamical systems and plays an important 
role in almost all branches of science and particularly in the biological sciences. In the further study of the mod-
el, we see the effect of time delay on the growth rate of forestry biomass. The rest of this paper is organized as 
follows: In Section 2, we analyze our model with regard to equilibria and their positive conditions. In Section 3, 
we investigate the stability of positive equilibrium and stability and direction of Hopf bifurcation. In Section 4, 
some numerical supports are carried out to justify the analytic results obtained in the manuscript. Section 5 deals 
with the conclusions of the paper. 

2. Mathematical Model  
We consider the following system of differential equations: 

1

2
1

d 1 ,
d 1
d 1 ,
d 1

BIB BrB
t K B

BII Ir I
t L B

α

α

 = − −  + 
 = − +  + 

                                (1) 

where ( ) 00 0B B= ≥ , ( ) 00 0I I= ≥ . 
In model system (1), ( )B t  and ( )I t  are the concentration of forestry biomass and industries, respectively. 

r  and K  are intrinsic growth rate and carrying capacity of biomass and 1r , L  are intrinsic growth and car-
rying capacity of industries, respectively. 1α  and 2α  represents the depletion rate of forest biomass and 
growth rate of industries in presence of forestry biomass. In the above system (1), growths of industries are 
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based on forestry biomass. For controlling depletion of forestry biomass, alternative resources can play an im-
portant role. Using alternative resource ( )rA , the model (1) can be formulated as 

( )

1

2
1

d 1 ,
d 1
d 1 1 ,
d 1

r

r
r

BIAB BrB
t K B

BIAI Ir I A I
t L B

α

α

 = − −  + 
 = − + + −  + 

                          (2) 

where ( ) 00 0B B= ≥ , ( ) 00 0I I= ≥ . 
Here rA  is a time independent constant and its origin is the alternative resource. If 1rA = , the industries 

depend only on the forestry biomass and thus it is clear that the system (1) is special case of system (2). If 
0rA =  then both the forestry biomass and industries grow without any interaction. In such case, the industries 

pressure on forestry biomass is completely removed and industries evolve in presence of alternative food only. 
But such decoupled system is out of our interest. For neglecting above both cases, rA  always lies between 0 
and 1 in our system. Due to advancement in technology and industrialization at rapid pace, large amount of tox-
icants enter into both aquatic ant terrestrial environment and affect biomass. Let us assume that ( )T t  is the 
concentration of toxicant in the environment at time t . Emission of toxicant into the environment from various 
external sources and industries is 0Q  and 1Q . The constant 0δ  is the natural washout rate coefficient of tox-
icant present in the environment, 1γ  and 2γ  are the depletion rate coefficients of toxicant concentration in the 
environment due to its uptake by the forestry biomass. After adding this in system (2), our extend model is as 
follows: 

( )

( )

1
1

2
1

0 2

d 1 ,
d 1
d 1 1 ,
d 1
d .
d

r

r
r

BIAB BrB BT
t K B

BIAI Ir I A I
t L B
T Q I T BT
t

α
γ

α

δ γ

 = − − −  + 
 = − + + −  + 

= − −

                          (3) 

Here ( ) 0 1Q I Q Q I= + . 
Where ( ) 00 0B B= ≥ , ( ) 00 0I I= ≥ , ( ) 00 0T T= ≥ . 
The system (3) is further modified when the technological effort ( )cT  is applied to conserve the biomass. 

Thus system (3) become as: 

( )

( )

( )( )

1
1 1

2
1

0 2

0

d 1 ,
d 1
d 1 1 ,
d 1
d ,
d
d
d

r
c

r
r

c
c

BIAB BrB BT BT
t K B

BIAI Ir I A I
t L B
T Q I T BT
t
T

K B t T
t

α
γ φ

α

δ γ

φ τ φ

 = − − − +  + 
 = − + + −  + 

= − −

= − − −

                        (4) 

where ( ) 0 0B Bγ = ≥  for [ ],0γ τ∈ − , ( ) 00 0I I= ≥ , ( ) 00 0T T= ≥ , ( ) 00 0c cT T= ≥ . 
Here cT  is the measure of effort due to technology applied for conservation of forestry and 1φ  is the growth 

rate coefficient of forestry biomass due to technological effort. The constant φ  is the growth-rate coefficient of 
technological efforts and 0φ  is the natural depletion-rate coefficient of technological effort. 

Lemma: The region of attraction for the model system (4) is given by the set: 

( ){ }, , , : 0 ,0 ,0 ,0
mc m m m c cB I T T B B I I T T T TΩ = ≤ ≤ ≤ ≤ ≤ ≤ ≤ ≤  

where 
( )0 1

0
m

K r K
B

r
φ φ φ
φ
+

= , 
( )1 2

1

1 r m r
m

L r A B A
I

r
α+ − +

= , 0 1

0

m
m

Q Q I
T

δ
+

=  and 
0

mc
KT φ
φ

=  and it attracts 

all solutions initiating in the interior of the positive octant. 
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Equilibrium analysis: It can be checked that system (4) has four nonnegative equilibria namely, 

0
0

0 0

0,0, ,
Q KE φ
δ φ

 
 
 

, ( )1 ,0, , cE B T T , ( )2 0, , , cE I T T    and ( )3 , , , cE B I T T∗ ∗ ∗ ∗ . The existence of the equilibrium 

point 0E  is obvious hence omitted. We show the existence of the other equilibria as follows: 

Existence of ( )1 ,0, , .cE B T T  

Here ,  B T  and cT  are the positive solutions of the following algebraic equations: 

1 11 0c
Br T T
K

γ φ
 
− − + = 

 
,                                 (5) 

0 0 2 0Q T BTδ γ− − = ,                                   (6) 

( ) 0 0cK B Tφ φ− − = .                                   (7) 

From Equation (7), we get 

( )
0

c

K B
T

φ

φ

−
= . 

Thus, 1E  exists if: B K<  which is obvious. 
From Equation (6), we get 

0

0 2

Q
T

Bδ γ
=

+
. 

Putting the value of T  and cT  in Equation (5), we get 

( )
( )

( ) ( )( )
( )

2
0 0 1 0 0 2 1 2

1 2 0 2

22 2
0 0 1 0 0 2 1 2 0 2 1 2 0 0 0 1 0 1 9

1 2 0 2

2

4
.

2

r K r K K
B

K r

r K r K K r K r K Q K K

K r

φ δ φ φδ φ γ φ φ γ

φ φ γ φ γ

φ δ φ φδ φ γ φ φ γ φ γ φ φ γ φ δ γ φ φ φ δ

φ φ γ φ γ

− − + +
=

−

+ − − − − − + −
±

−

 

Thus, 2E  exists if condition 2 0Kγ δ>  holds. 
Existence of ( )2 0, , , .cE I T T    
Here ,  I T   and cT  are the positive solutions of the following algebraic equations: 

1 1 1 0r
Ir A
L

 
− + − = 

 



,                                 (8) 

0 1 0 0Q Q I Tδ+ − =  ,                                  (9) 

.                                   (10) 

From Equation (10), we get 

0

.c
KT φ
φ

=  

From Equation (8), we get 

( )1

1

1 rL r A
I

r
+ −

= . 

Putting the value of I  in Equation (9), we get 

0 0cK Tφ φ− =
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( )1 0 1 1

0

1
.rr Q Q L r A

T
δ

+ + −
=  

Existence of ( )3 , , , .cE B I T T∗ ∗ ∗ ∗  

Here ,  ,  B I T∗ ∗ ∗  and cT ∗  are the positive solutions of the following algebraic equations: 

1
1 11 0

1
r

c
I ABr T T

K B
α

γ φ
∗∗

∗ ∗
∗

 
− − − + = 

+ 
,                          (11) 

( )2
1 1 1 0

1
r

r
B AIr A

L B
α ∗∗

∗

 
− + + − =  + 

,                           (12) 

0 1 0 2 0Q Q I T B Tδ γ∗ ∗ ∗ ∗+ − − = ,                            (13) 

( ) 0 0.cK B Tφ φ∗ ∗− − =                                  (14) 

From Equation (14), we get 

( )
0

.c

K B
T

φ

φ

∗
∗

−
=  

After simple manipulation, we get from Equation (12) is 

( ){ }
( )

1 1 2

1

1 1
.

1
r r rL r A B r A A

I
r B

α∗
∗

∗

+ − + + − +
=

+
 

Putting the value of I ∗  in Equation (13), we get 

( ) ( ){ }
( )( )

0 1 1 1 1 2

1 0 2

1 1 1
.

1
r r rQ r B Q L r A B r A A

T
r B B

α

δ γ

∗ ∗
∗

∗ ∗

+ + + − + + − +
=

+ +
 

Putting the value of T ∗ , cT ∗  and I ∗  in Equation (11), we get 

( ) 4 3 2
1 2 3 4 5F B A B A B A B A B A∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗= + + + +                        (15) 

where 

( )

( )

2 0 1
1 2 1 1

0 2 0 1 1 0 2
2 1 0 2 0 1 1 2 1 1 2 1 1

2 2
3 1 0 0 1 0 1 0 1 0 1 2 0 1 1 0 1 1 2 1 1

0 0

1 2 0 1 1 0 1 1 2

 
,

2 ,

2 1 1

         

r r

r r
A r

K
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A rr r r K r
K K

A rr Q r r A A r K r K r
K K
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γ φ φ

δ γ φ φ γ
φ γ δ φ φ γ φ φ γ φ φ

γ γ
φ δ γ φ γ φ α δ φ φ δ φ φ γ φ φ

δ δ

γ φ φ φ δ φ φ γ φ

∗

∗

∗

= +

+
= + − + + −

 
= + − − + + + − + + − − 
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− + + − ( )

( ) ( ) ( )
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1 1 2 1 0 2 1 2
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1 0 1 1 0 2 1 1 0 1 0 1 0 0 1 2

0

5 2 0 0 1 1 0
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1 2 1 1
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φ γ α φ γ α
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γ
φ φδ α φ γ γ φ α φ δ α

δ

γ φ φ

∗

∗

+ + − +

 = − + + − − + + + + − + 
 
 

+ − − + + − + + + − + 
 

= − ( ) ( )
( )
( )

0 1 0 1 0 1 1 0 1 1 0 1 0 0 1

5 2 0 0 1 0 0 1 0

4 3 2
1 2 3 4 5

,  if

1

 ?

1

0 ,

0.

 

.

0
r r rQ r r A r K A L r A

F A Q r Q K

F K A K A K A K A K A

δ γ φ γ φ φφ δ α φ δ

γ δ γ φ φφ δ∗

∗ ∗ ∗ ∗ ∗

+ + + − − + + −

= > > >

= + + + + <

   (16) 

We note that ( )0 0F >  and ( ) 0F K < , showing the existence of B∗  in the interval 0 B K∗< < . Now, the 
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sufficient condition for B∗  to be unique positive real is ( ) 0F B∗′ <  at 3E , where 

( ) 3 2
1 2 3 44 3 2 0F B A B A B A B A∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗′ = + + + < . 

Remark 1. From Equation (15), it is easy to note that d 0
d
B
φ

∗

>  and 
d 0
d r

B
A

∗

> , which implies that the equili- 

brium density of forestry biomass increases as the growth rate coefficient of technological efforts and value of 
alternative resources increases.  

2.1. Local Stability Analysis without Delay, (i.e. 0τ = ) 
To discuss the local stability of system (4), we compute the variational matrix of system (4). The entries of gen-
eral variational matrix are given by differentiating the right side of system (4) with respect to ,  ,  B I T  and cT  
i.e. 

( )

11 12 13 14

21 22

31 32 33

41 44

0 0
0

0 0

t t t t
t t

V E
t t t
t t

 
 
 =
 
 
 

 

where 

( ) ( )
1 2

11 1 1 12 13 1 14 1 212 2

1 2
22 1 31 2 32 1 33 0 2 41 44 0

2 ,    ,    ,    ,    ,
11 1

2
1 ,    ,    ,    ,    ,    .

1

r r r
c

r
r

IA BA IArBt r T T t t B t B t
K BB B
r I BAt r A t T t Q t B t t
L B

α α α
γ φ γ φ

α
γ δ γ φ φ

= − − + − = − = − = =
++ +

= − + + − = − = = − − = − = −
+

 

The variational matrix ( )0V E  at equilibrium point 0E  is given by 

( )

1 0 1

0 0

1
0

2 0
1 0

0

0

0 0 0

0 1 0 0
.

0

0 0

r

Q Kr

r A
V E

Q
Q

γ φ φ
δ φ

γ
δ

δ
φ φ

 − + 
 
 + −

=  
 − − 
  − − 

 

The eigenvalues of matrix ( )0V E  in the direction of T  and cT  are negative. So 0E  has stable manifold 
in cT T−  plane and unstable manifold in I -direction. The equilibrium point 0E  is stable manifold in 

cB T T− −  plane if ( )0 0 1 1 0r K Qδ φ φ φ γ+ >  otherwise it becomes unstable in cB T T− −  plane. 
The variational matrix ( )1V E  at equilibrium point 1E  is given by 

( )

11 12 13 14

22
1

31 32 33

41 44

0 0 0
0

0 0

a a a a
a

V E
a a a
a a

 
 
 =
 
 
 

 

where 

11 1 1 12 13 1 14 1

2
22 1 31 2 32 1 33 0 2 41 44 0

2 ,    ,    ,    ,
1

1 ,    ,    ,    ,    ,    .
1

r
c

r
r

BArBa r T T a a B a B
K B

BAa r A a T a Q a B a a
B

α
γ φ γ φ

α
γ δ γ φ φ

= − − + = − = − =
+

= + + − = − = = − − = − = −
+

 

The characteristic equation corresponding to the variational matrix ( )1V E  is given by 
4 3 2

1 2 3 4 0C C C Cλ λ λ λ+ + + + = ,                              (17) 
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where 

1 11 22 33 44

2 33 44 22 44 11 44 22 33 11 33 11 22 13 31 14 41

3 22 33 44 11 33 44 11 22 44 11 22 33 13 31 44 22 13 31 14 41 33 14 41 22

4 11 22 33 44 13 31 22 44 22 33 1

,
,

,

C a a a a
C a a a a a a a a a a a a a a a a
C a a a a a a a a a a a a a a a a a a a a a a a a
C a a a a a a a a a a a

= − − − −

= + + + + + − −

= − − − − + + + +

= − − 4 41.a

 

According to Routh-Hurwitz criterion, equilibrium point 1E  is locally asymptotically stable provided the 
following conditions are satisfied 

( ) ( )2
1 2 3 4 1 2 3 3 1 2 3 1 40,    0,    0,    0,    0,    0.C C C C C C C C C C C C C> > > > − > − − >  

The variational matrix ( )2V E  at equilibrium point 2E  is given by 

( )

11

21 22
2

31 32 33

41 44

0 0 0
0 0

0
0 0

b
b b

V E
b b b
b b

 
 
 =
 
 
 

 

where 
( ) ( )

( )

1 1 1 10 1
11 1

0 1 0 0 1

21 2 22 1

31 2 32 1 33 0 41 44 0

1 1
,  

,    1 ,

,    ,    ,    ,    .

r r r

r r

Q L r A A L r AQ Kb r
r r

b IA b r A

b T b Q b b b

αφ φ
γ

δ δ φ

α

γ δ φ φ

+ − + − 
= − + + − 

 
= = − + −

= − = = − = − = −





 

The variational matrix ( )2V E  has four eigenvalues. The sign of three eigenvalues b22, b23 and b44 are nega-
tive so the stability of equilibrium point E2 depends on sign of b11. The equilibrium point E2 is stable manifold in  

cB I T T− − −  plane if ( ){ }1 0 1 0 1 1 1 1 rrr Q r Q L r Aδ γ> + + −  otherwise it is unstable in cB I T T− − −  plane. 

The variational matrix ( )3V E  at equilibrium point 3E  is given by 

( )

11 12 13 14

21 22
3

31 32 33

41 44

0 0
0

0 0

c c c c
c c

V E
c c c
c c

 
 
 =
 
 
 

 

where 

( ) ( )
1 2

11 1 1 12 13 1 14 1 212 2

1 2
22 1 31 2 32 1 33 0 2 41 44 0

2 ,    ,    ,    ,    ,
11 1

2
1 ,    ,    ,    ,    ,    .

1

r r r
c

r
r

I A B A I ArBc r T T c c B c B c
K BB B

r I B Ac r A c T c Q c B c c
L B

α α α
γ φ γ φ

α
γ δ γ φ φ

∗ ∗ ∗∗
∗ ∗ ∗ ∗

∗∗ ∗

∗ ∗
∗ ∗

∗

= − − + − = − = − = =
++ +

= − + + − = − = = − − = − = −
+

 

The characteristic equation corresponding to the variational matrix ( )3V E  is given by 
4 3 2

1 2 3 4 0G G G Gλ λ λ λ+ + + + = ,                            (18) 

where 

1 11 22 33 44

2 33 44 22 44 11 44 22 33 11 33 11 22 13 31 14 41 13 31

3 22 33 44 11 33 44 11 22 44 11 22 33 12 21 44 12 21 33 13 12 32

13 31 44 22 13 31 14 41 33 1

,
,

        

G c c c c
G c c c c c c c c c c c c c c c c c c
G c c c c c c c c c c c c c c c c c c c c c

c c c c c c c c c c

= − − − −

= + + + + + − − −

= − − − − + + −

+ + + + 4 41 22

4 11 22 33 44 12 21 33 44 13 21 32 44 13 31 22 44 22 33 14 41

,
.

c c
G c c c c c c c c c c c c c c c c c c c c= − + − −

 

According to Routh-Hurwitz criterion, equilibrium point 3E  is locally asymptotically stable provided the 
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following conditions are satisfied 

( ) ( )2
1 2 3 4 1 2 3 3 1 2 3 1 40,    0,    0,    0,    0,    0G G G G G G G G G G G G G> > > > − > − − > . 

2.2. Local Stability Analysis with Delay, (i.e. 0τ ≠ ) 
To discuss the stability behavior of equilibrium 3E  of system (4) with time delay, (i.e. 0τ ≠ ), we linearize 
system (4) by using the following transformations: 

,    ,    ,    c cB B b I I i T T a T T c∗ ∗ ∗ ∗= + = + = + = +  
where ,  ,  b i a  and c  are small perturbations around the equilibrium 3E . 

The linearized system of system (4) about 3E  is given by: 

( ) ( )1 2
d
d
u M u t M u t
t

τ= + −                                 (19) 

where ( ) ( ) ( ) ( ) ( ), , ,u t b t i t a t c t=    , 

( )

( )
( )

1 1
1 12

2 2 1
1 2

2 1 0 2

0

11

0 0
1 1

0

0 0 0

r r

r r

A I B ArB B B
K BB

A I A B I r IM
LB B

T Q B

α α
γ φ

α α

γ δ γ

φ

∗ ∗
∗ ∗ ∗

∗∗

∗ ∗ ∗ ∗

∗ ∗

∗ ∗

  
  − − − −   + +  
 
 = − − + + 
 − − + 
 − 

 

and 

2

0 0 0 0
0 0 0 0

.
0 0 0 0

0 0 0

M

φ

 
 
 =
 
 
− 

 

The characteristic equation for linearized system (19) is obtained as: 
( )4 3 2 2

1 2 3 1 2 3 e 0p p p p q q q ψτψ ψ ψ ψ ψ ψ −+ + + + + + =                    (20) 

where 

( )
1 1

1 0 0 2 2
1

rA I r Irp B B
K LB

α
φ δ γ

∗ ∗
∗ ∗

∗

 
 = + + + − +  + 

, 

( )
( ) ( )

( )

( ) ( )

1 1 1 1
2 0 0 2 0 0 22 2

2
1 1 1 2

2 12 2

1 1

         ,
1 1

r r

r r

r I A I r I A Ir rp B B B B
L K L KB B

r I A I B I ArB T B
L K B B

α α
φ δ γ φ δ γ

α α α
γ γ

∗ ∗ ∗ ∗
∗ ∗ ∗ ∗

∗ ∗

∗ ∗ ∗ ∗
∗ ∗ ∗

∗ ∗

      
      = + + + − − + − +         + +         

 
 + − + −  + + 

 

( )
( )

( )
( )

( )
( )

1 1 1 1
3 0 0 2 0 0 22 2

2
1 2 1 2 1 1 2 1

0 0 2 1 2 02

1 1

         ,
11

r r

r r

A I r I r I B A Ir rp B B B
K L L KB B

B A I B A I Q r B I TB B T
LBB

α α
φ δ γ φ δ γ

α α γ α γ γ
φ δ γ γ γ φ

∗ ∗ ∗ ∗ ∗
∗ ∗ ∗

∗ ∗

∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗

∗∗

    
    = − + + + − + +       + +     

+ + + + − −
++
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( )
( ) ( )

( )

1 1 1 2 2
4 0 0 2 2 2

1 2 2 2
1 1 2

1 11 1

        ,
1 1

r r r r

r r

r I B A I B A A I A B Irp B
L K B BB B

r I T A I A B IB Q
L B B

α α α α
φ δ γ

γ α α
γ

∗ ∗ ∗ ∗ ∗ ∗ ∗
∗

∗ ∗∗ ∗

∗ ∗ ∗ ∗ ∗
∗

∗ ∗

     
     = + − + −     + +   + +      

  
  − − −  + +   

 

( )1 1 0 21
1 1 2 1 0 2 3,    ,    .

r B I Br Iq B q B B q
L L

φ φ δ γ
φ φ φ φ δ γ

∗ ∗ ∗∗
∗ ∗ ∗

+ 
= − = − + + = − 

 
 

Let iψ ω=  be one such root. Substituting this in Equation (20) and equating real and imaginary parts, we 
get 

( )2 2 4
3 1 2 2 4cos sinq q q p pω ωτ ω δτ ω ω+ + = − − ,                       (21) 

( )2 3
2 3 1 1 2cos sinq q q p pω δτ ω δτ ω ω− + = + .                        (22) 

Squaring and adding Equations (21) and (22), we get  
8 6 4 2

1 2 3 4 0D D D Dω ω ω ω+ + + + = ,                            (23) 

where 
2 2 2 2 2 2 2

1 1 2 2 2 4 1 3 1 3 2 4 3 1 3 2 4 4 32 ,    2 2 ,    2 2 ,    D p p D p p p p q D p p p q q q D p q= − = + + − = − + + − = − . 

Substituting 2ω σ=  Equation (23) becomes  

( ) 4 3 2
1 2 3 4 0F D D D Dσ σ σ σ σ= + + + + = ,                          (24) 

( ) 2 2
4 4 30F D p q= = − . 

We assume that: 
(H1): 4 3.p q<  

We notice that F  is continuous everywhere with ( )0 0F <  when condition (H1) holds and ( ) 0F ∞ > . 
Therefore, the Equation (24) always has at least one positive root. Consequently, the stability criteria of the sys-
tem for 0τ =  will not necessarily ensure the stability of the system for 0τ ≠ . We assume the Equation (24) 
has four positive roots denoted by 1 2 3 4,  ,  ,  σ σ σ σ  denoted as: 

1 1 2 2 3 3 4 4,    ,    ,    ω σ ω σ ω σ ω σ= = = = . 

Again solving (21) and (22), we get a critical value of delay given as follows 

( ) ( )( )
( )

3 2 2 4
2 1 3 3 1 2 41

22 2 2
2 3 1

1 2 πcos   ,    0,1, 2,k

q p p q q p p k k
q q q

ω ω ω ω ω ω
τ

ω ωω ω
−
 + + − − − = + =
 + −  

 . 

2.2.1. Hopf Bifurcation 
To investigate the behavior of the system (4) in the neighborhood of 0τ . We represent the following theorem. 

Theorem: 
We observe that the conditions for Hopf bifurcation are satisfied yielding the required periodic solution, that 

is, 

( )

0

d Re
0

d
τ τ

ψ
τ

=

 
≠ 

 
. 

This signifies that there exists at least one eigenvalue with positive real part for 0τ τ> . 
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Proof: 
Differentiating Equation (20) with respect to τ , we obtain 

( ) ( ) ( )3 2 2 2
1 2 3 1 2 1 2 3 1 2 3

d4 3 2 e 2 e e
d

p p p q q q q q q q qψτ ψτ ψτψψ ψ ψ ψ τ ψ ψ ψ ψ ψ
τ

− − − + + + + + − + + = + +  .  (25) 

Therefore 

( )
( )

1 3 2
1 2 3 1 2

2
1 2 3

4 3 2 e 2d .
d e

p p p q q
q q q

ψτ

ψτ

ψ ψ ψ ψψ τ
τ ψψ ψ ψ

− −

−

+ + + + +  = − 
+ + 

                   (26) 

We can obtain here 

( )

0

d Re
0

d
τ τ

ψ
τ

=

 
≠ 

 
.                                 (27) 

Verifying numerically it has been obtained that the transversality condition holds and hence Hopf bifurcation 
occurs at 0τ τ= . 

2.2.2. Stability and Direction of Periodic Solutions 
In this section, we will derive explicit formulae for determining the direction, stability and period of the bifur-
cating periodic solutions arises through Hopf bifurcation. The method we will follow is based on the normal 
form theory and center manifold theorem as given in [10]. Without loss of generality we denote any of the criti-
cal values of τ  by kτ  at which Equation (20) has a pair of purely imaginary roots 0iω±  and system under-
goes Hopf bifurcation. Hence for any root of Equation (20) of the form ( ) ( ) ( )iψ τ ν τ ω τ= + , ( ) 0kν τ = ,  

( ) 0kω τ ω=  and 
d 0
d

kτ τ

ν
τ =

≠ . Let kτ τ µ= + , Rµ ∈ , so that 0µ =  is Hopf bifurcation value for the system. 

Define the space of continuous real valued functions as [ ]( )41,0 ,C C R= − . Using the transformation 

( ) ( )1u t B t B∗= − , ( ) ( )2u t I t I ∗= − , ( ) ( )3u t T t T ∗= −  and ( ) ( )4 c cu t T t T ∗= −  and ( ) ( )i it u tχ τ=  for  
1, 2,3, 4i = ; the delay model system (4), then transform to FDE in C  as, 

( )d ,
d t tL f

t µ
χ χ µ χ= +                                 (28) 

where ( ) ( ) ( ) ( ) ( )( )T 4
1 2 3 4, , ,t t t t t Rχ χ χ χ χ= ∈ , ( ) ( )t tχ χΘ = +Θ , [ ]1,0Θ∈ −  and 4:L C Rµ →  and 

4:f C R R× →  are given by 

( ) ( ) ( )1 20 1kL M Mµζ τ µ ζ ζ= + + −                             (29) 

and 

( ) ( )

1

2

3

,

0

k

Z
Z

f
Z

µ ζ τ µ

 
 
 = +
 
 
 

                               (30) 

where 

( )
( )

( )
( ) ( )

( )
( ) ( ) ( ) ( )

( ) ( )

2 21 1 1 1
1 1 1 2 1 2 1 1 32 2 2

1 1 4

0 0 0 0 0 0 0
11 1 1

         0 0 ,

r r r rA I A B A ArZ
K BB B B

α α α α
ζ ζ ζ ζ ζ γ ζ ζ

φ ζ ζ

∗ ∗

∗∗ ∗ ∗

   
   = − + − + −   +   + + +   
+

 

( )
( )

( )
( )

( ) ( ) ( ) ( )
( )

2 2
1 2 2 1 222 2 2

2 1 1 22 2 2

0 0 0
0 0 0

11 1 1
rr r rr AA I A A BZ

L BB B B

ζ α ζ ζα α α
ζ ζ ζ

∗ ∗

∗∗ ∗ ∗

 
 = − − + − − + + + + 

, 
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( ) ( )3 2 1 30 0Z γ ζ ζ= − , 

4 0Z = . 

For ( )T
1 2 3 4, , , Cζ ζ ζ ζ ζ= ∈ . 

By the Reisz representation theorem there exists a function ( ),η µΘ  whose components are of bounded 
variation for [ ]1,0Θ∈ −  such that  

( ) ( )1

0
d ,Lµζ η µ ζ

−
= Θ Θ∫ .                                (31) 

In view of Equation (29) we can choose  

( ) ( ) ( ) ( )1 2, 1k M Mη µ τ µ δ δΘ = + Θ − Θ+   ,                        (32) 

where [ ]( )1 41,0 ,C Rζ ∈ − , define 

( )
( ) [ )

( ) ( )0

1

d
, 1,0 ,

d

d , , 0,
A

Lµ

ζ

µ ζ
η ρ µ ζ ρ ζ

−

 Θ
Θ∈ − Θ= 

 = Θ =∫
                      (33) 

and  

( ) [ )
( )

0, 1,0 ,
, , 0.

R
f

µ ζ
ζ µ

 Θ∈ −=  Θ =
                            (34) 

The system (28) is the equivalent to  
( ) ( )t t tA Rχ µ χ µ χ= + ,                                (35) 

where ( ) ( )t tχ χΘ = +Θ  for [ ]1,0Θ∈ − . 

For [ ] ( )( )1 41,0 ,C Rψ
∗

∈ − , define 

( )
( ) ( ]

( ) ( )0 T
1

d
, 0,1 ,

d

d ,0 0.

sA
t t

ξ ρ
ρ

ξ ρ
η ξ ρ

∗

−


− ∈

= 
 − =∫

                         (36) 

and a bilinear inner product 

( ) ( ) ( ) ( ) ( )
0

T

1 0

, 0 0 d d
ν

ξ ζ ξ ζ ξ ν η ζ ν ν
Θ

Θ=− =

= ⋅ − −Θ Θ∫ ∫                     (37) 

where ( ) ( ),0η ηΘ = Θ . Then ( )0A  (from here onwards we shall refer ( )0A  by A ) and A∗  are adjoint op-
erators. We know that 0 kiω τ±  are the eigenvalues of A . Thus, they are also eigenvalues of A∗ . We need to 
compute eigenvectors of A  and A∗  corresponding to 0 kiω τ+  and 0 kiω τ−  respectively. 

Suppose ( ) ( ) 0T
1 2 31, , , e kiq a a a ω τ ΘΘ =  be the eigenvector of A  corresponding to eigenvalues 0 kiω τ  then 

( ) ( )0 kAq i qω τΘ = Θ ,                                   (38) 

which for 0Θ = , gives 

( )

( )
( )

0

1 1
0 1 12

2 2 1
02

2 1 0 0 2

0 0

11 0
0

0 .0 0 01 1
0

0
e 0 0k

r r

r rk

i

A I B Ari B B B
K BB

A I A B I r I qi
LB B

T Q i B
iω τ

α α
ω γ φ

α ατ ω

γ ω δ γ
φ ω φ

∗ ∗
∗ ∗ ∗

∗∗

∗ ∗ ∗ ∗

∗ ∗

∗ ∗

−

  
  + − −   + +       

 = − + +   + +      + + 
+  

          (39) 
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Solving the system of Equation (39), we get 

( ) ( ) ( ) ( )( )
2 2 2 1

1 22 2
0 0 20 1 0 1 0 0 2

,    
1 1

r rA I L T A LI Qa a
i BB i L r I B i L r I i B

α γ α
ω δ γω ω ω δ γ

∗ ∗ ∗

∗∗ ∗ ∗ ∗ ∗
= = − −

+ ++ + + + + +
 

and 
0

3
0 0

e ki

a
i

ω τφ
ω φ

−

= −
+

. 

Similarly calculating ( ) ( ) 0
T

1 2 31, , , e kiq a a a ω τ ρρ∗ ∗ ∗ ∗=  such that 

( ) ( )0 kA q i qρ ω τ ρ∗ ∗ ∗= − ,                                  (40) 

where  

( ) ( )
1 1 1

1
1 1

0 0 0 2 0

 

1

rγ B Q B Aa
r I r Ii i B B i
L L

α

ω ω δ γ ω

∗ ∗
∗

∗ ∗
∗ ∗

= − −
   
− + − − + − +   
   

, 1
2

0 0 2

Ba
i B

γ
ω δ γ

∗
∗

∗=
− −

 

1
3

0 0

Ba
i

φ
φ ω

∗
∗ = −

−
. 

Now the normalization condition gives 

( ) ( ) 1q qρ∗ ⋅ Θ = , 

( ) ( ) ( ) ( ) ( ) ( )0 0
0

1 0

0 0 0 e d 0 e d 1k ki iq q D q qω τ ν ω τ ν

ν

η ν
Θ

− −Θ∗ ∗

Θ=− =

⋅ − Θ × =∫ ∫  

0
1 1 2 2 3 3 31 e 1ki

kD a a a a a a aω τ τ φ∗ ∗ ∗ ∗ + + + − =  . 

Thus, D  is so chosen such that 

0
1 1 2 2 3 3 3

1 .
1 e ki

k

D
a a a a a a aω τ τ φ∗ ∗ ∗ ∗

=
+ + + −

                          (41) 

Proceeding same as [10] and using same notation, we compute the coordinates to describe the center manifold 
0C  at 0µ = . Let tχ  be solution of Equation (35) when 0µ = . Define 

( ) ( ) ( ) ( ) ( ){ }, ,    , 2Re .t tZ t q W t Z t qχ χ∗= Θ = Θ − Θ                     (42) 

On the center manifold 0C , we have 

( ) ( ), , ,W t W Z ZΘ = Θ                                  (43) 

( ) ( ) ( ) ( )
2 2

20 11 02, , .
2 2
z zW z z W W zz WΘ = Θ + Θ + Θ +                   (44) 

z  and z  are local coordinates for center manifold 0C  in the direction of q∗  and q ∗ . Note that W  is 
real if tχ  is real. We only consider real solutions. For solution 0t Cχ ∈  of Equation (35). Since 0µ = , we 
have  

( ) ( ) ( ){ }( )
( ) ( )

0

0 0

0 0, , ,0 2Re 0

  0 , .

k

k

z i z q f W z z zq

i z q f z z

ω τ

ω τ

∗

∗

= + ⋅ +

= + ⋅



                    (45) 

We rewrite this equation as 

( )0 ,kz i z g z zω τ= + ,                                 (46) 

where  
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( ) ( ) ( )
2 2 2

0 20 11 02 21, 0 , .
2 2 2
z z z zg z z q f z z g g zz g g∗= ⋅ = + + + +               (47) 

It follows from (42) and (44) that 

( ) ( ) ( ){ }, , 2Ret W z z zqχ Θ = Θ + Θ ,                           (48) 

( ) ( ) ( ) ( ) ( )0 0
2 2

T T
20 11 02 1 2 3 1 2 31, , , e 1, , , e .

2 2
k ki iz zW W zz W z a a a z a a aω τ ω τΘ − Θ= Θ + Θ + Θ + + +       (49) 

Also we have  

( ) ( ) ( ) ( )
1

T 2
0 1 2 3

3

, 0 0, 1, , ,

0

t k

V
V

g z z q f D a a a
V

χ τ∗ ∗ ∗ ∗

 
 
 = ⋅ =
 
 
 

 

where 

( )
( )

( )
( ) ( )

( )
( ) ( )

( ) ( ) ( ) ( )

2 21 1 1 1
1 1 1 2 1 22 2 2

1 1 3 1 1 4

0 0 0 0  0
11 1 1

         0 0 0 0 ,

r r r r
t t t t t

t t t t

A I A B A ArV
K BB B B

α α α α
χ χ χ χ χ

γ χ χ φ χ χ

∗ ∗

∗∗ ∗ ∗

   
  = − − + − +   + + + +    

− +

 

( )
( )

( )
( )

( ) ( )
( )

( ) ( )2 2 21 2 2 2 2
2 2 1 1 2 1 22 2 20 0 0 0 0 0

11 1 1
r r r r

t t t t t t
r A I A A B AV
L BB B B

α α α α
χ χ χ χ χ χ

∗ ∗

∗∗ ∗ ∗

 
 = − − + − − 
++ + +  

 

( ) ( )3 2 1 30 0t tV γ χ χ= − . 

So that  

( ) ( ) ( ) ( ) ( ) ( ) ( ) 0 0
2 2

1 1 1
1 20 11 02 e e

2 2
k ki i

t
z zW W zz W z zω τ ω τχ Θ − ΘΘ = Θ + Θ + Θ + + +  

( ) ( ) ( ) ( ) ( ) ( ) ( ) 0 0
2 2

2 2 2
2 20 11 02 1 1e e

2 2
k ki i

t
z zW W zz W a z a zω τ ω τχ Θ − ΘΘ = Θ + Θ + Θ + + +  

( ) ( ) ( ) ( ) ( ) ( ) ( ) 0 0
2 2

3 3 3
3 20 11 02 2 2e e

2 2
k ki i

t
z zW W zz W a z a zω τ ω τχ Θ − ΘΘ = Θ + Θ + Θ + + +  

( ) ( ) ( ) ( ) ( ) ( ) ( ) 0 0
2 2

4 4 4
4 20 11 02 3 3e e .

2 2
k ki i

t
z zW W zz W a z a zω τ ω τχ Θ − ΘΘ = Θ + Θ + Θ + + +  

Thus 

( ) ( ) ( ) ( ) ( ) ( ) ( )
2 2

1 1 1
1 20 11 020 0 0 0

2 2t
z zz z W W zz Wχ = + + + + +  

( ) ( ) ( ) ( ) ( ) ( ) ( )
2 2

2 2 2
2 1 1 20 11 020 0 0 0

2 2t
z za z a z W W zz Wχ = + + + + +  

( ) ( ) ( ) ( ) ( ) ( ) ( )
2 2

3 3 3
3 2 2 20 11 020 0 0 0

2 2t
z za z a z W W zz Wχ = + + + + +  

( ) ( ) ( ) ( ) ( ) ( ) ( )
2 2

4 4 4
4 3 3 20 11 020 0 0 0 .

2 2t
z za z a z W W zz Wχ = + + + + +  

Now 
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( ) ( )

( ) ( )
( )

( ) ( )
( )

1

T 2
1 2 3

3

21 1 2
12 2

1 1 2 2
1 1 22 2

, 1, , ,  ,

0

           0
1 1

0
1 11 1

k

r r
k t

r r r r
k t t

V
V

g z z D a a a
V

A I a A IrD
K B B

A B A A A BD a
B BB B

τ

α α
τ χ

α α α α
τ χ χ

∗ ∗ ∗

∗ ∗ ∗

∗ ∗

∗ ∗
∗

∗ ∗∗ ∗

 
 
 = ⋅
 
 
 

  
  = − − −   + +   
    
    + − + − ⋅    + ++ +        

( )

( ) ( )
( ) ( )

{ } ( ) ( )
( ) ( )

( )

21 1 2
1 22 2

1 2 2 1 3

1 1 4

21
1 2

0

0 0
1 1

0 0

0 0

0 .

r r
k t t

k t t

k t t

k t

A a AD
B B

D a

D
rDa
L

α α
τ χ χ

τ γ γ χ χ

τ φ χ χ

τ χ

∗

∗ ∗

∗

∗

 
 + −
 + +  

− +

+

−

 

Comparing the coefficients in (37) with those in (50), we get 

( ) ( ) ( )

( )
{ }

1 1 2 1 1
20 12 2 2

22 2 1
1 1 2 1 2 2 3 1 1 12

2
11 1 1

          ,
1 1

r r r r
k

r r

A I a A I A B Arg D a
K BB B B

A A B ra a a a a a a
LB B

α α α α
τ

α α
γ γ φ

∗ ∗ ∗ ∗

∗∗ ∗ ∗

∗
∗ ∗ ∗

∗ ∗

    
   = − − + + −    + + + +     

 
  + − + − − + −  + +    

 

( ) ( )
( )

( )

( )
( )

( ){ } ( )

1 1 2 1 1
11 12 2 2

2 2
1 12

21 1
2 1 2 2 1 3 1

2 Re
11 1 1

        Re
1 1

        Re Re ,

r r r r
k

r r

A I a A I A B Arg D a
K BB B B

A A Ba a
B B

a ra a a a
L

α α α α
τ

α α

γ γ φ

∗ ∗ ∗ ∗

∗∗ ∗ ∗

∗
∗

∗ ∗

∗
∗

    
   = − − + + −    ++ + +       

 
 + − 
+ +  


− + + − 


 

( ) ( ) ( )

( )
{ }

1 1 2 1 1
02 12 2 2

22 2 1
1 1 2 1 2 2 3 1 1 12

2
11 1 1

         ,
1 1

r r r r
k

r r

A I a A I A B Arg D a
K BB B B

A A B ra a a a a a a
LB B

α α α α
τ

α α
γ γ φ

∗ ∗ ∗ ∗

∗∗ ∗ ∗

∗
∗ ∗ ∗

∗ ∗

    
   = − − + + −    + + + +     

 
  + − − − − + −  + +    
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( ) ( )
( ) ( ) ( ) ( )( )

( ) ( )
( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

( )

1 11 1 2
21 20 112 2

1 2
1 220 201 1 2 1 2 1

1 11 1 112 2

1 1 2
2

2 0 2 0
1 1

0 0
          0 0

2 21 11 1

         
1 1

r r
k

r r r r

r r

A I a A Irg D W W
K B B

W WA B A A a A B a a W a W
B BB B

A a A

B B

α α
τ

α α α α

α α

∗ ∗ ∗

∗ ∗

∗ ∗ ∗ ∗

∗ ∗∗ ∗

∗

∗

  
  = − − + +   + +  

   + − + −  + + +   + ++ +   

+ −
+ +( )

( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ){ }

3
1 1 3202

1 1 1 2 2 2 11 20 112

4
1 1 4 2 2203 1 1

1 3 11 20 11 1 20 1 11

0
2 0 0 0

2 2

0
          0 0 0 0 2 0 .

2 2

Waa a a a W W W

Wa a ra W W W a W a W
L

γ γ

φ

∗

∗

∗

     + − +  + + +        
   + + + + − +  

   

 

In order to compute 21g , we need to ( )20W Θ  and ( )11W Θ . From Equations (42) and (45) we have  

tW zq zqχ= − −


   

( ) ( ){ } [ )
( ) ( ){ }

0

0 0

2Re 0 , 1,0 ,

2Re 0 0 , 0,

AW q f q

AW q f q f

∗

∗

 − ⋅ Θ Θ∈ −= 
− ⋅ + Θ =

                     (51) 

( ), ,AW H z z= + Θ                                              (52) 

with 

( ) ( ) ( ) ( )
2 2

20 11 02, , .
2 2
z zH z z H H zz HΘ = Θ + Θ + Θ +                  (53) 

Also, on 0C , using chain rule, we get 

.z zW W z W z= +


                                    (54) 

It follows from (46), (52) and (54) 

( )0 20 202 kA i W Hω τ− = − ,                               (55) 

11 11AW H= −                                     (56) 

etc. Now for [ )1,0Θ∈ −  

( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

( ) ( )( ) ( ) ( )( )

0 0

2

20 02 11 11

, , 0 0

                 , ,

                 ,
2

H z z q f q q f q

g z z q g z z q

zg q g q g q g q zz

∗ ∗Θ = − ⋅ Θ − ⋅ Θ

= − Θ − Θ

= − Θ + Θ − Θ + Θ +

             (57) 

which on comparing the coefficients with (53) gives 

( ) ( ) ( )20 20 02H g q g qΘ = − Θ − Θ ,                             (58) 

( ) ( ) ( )11 11 11 .H g q g qΘ = − Θ − Θ                              (59) 

From (56), (58) and the definition of A , we have 

( ) ( ) ( ) ( )20 0 20 20 022 kW i W g q g qω τ′ Θ = Θ + Θ + Θ .                       (60) 

Note that ( ) ( ) 00 e kiq q ω τ ΘΘ = , hence 

( ) ( ) ( ) 0220 20
20 1

0 0

e .
3

ki

k k

ig ig
W q q F ω τ

ω τ ω τ
ΘΘ = Θ + Θ +                        (61) 
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Similarly from (56), (59) and the definition of A , we have 

( ) ( ) ( )11 11 11W g q g q′ Θ = Θ + Θ                                (62) 

( ) ( ) ( )11 11
11 2

0 0k k

ig igW q q F
ω τ ω τ

Θ = − Θ + Θ +                           (63) 

where ( ) ( ) ( ) ( )( )1 2 3 4
1 1 1 1 1, , ,F F F F F=  and ( ) ( ) ( ) ( )( )1 2 3 4 4

2 2 2 2 2, , ,F F F F F R= ∈  are constant vectors, to be determined. 

It follows from the definition of A  and (45) that 

( ) ( ) ( ) ( )
0

20 0 20 20
1

d 2 0 0kW i W Hη ω τ
−

Θ Θ = −∫                          (64) 

( ) ( ) ( )
0

11 11
1

d 0 .W Hη
−

Θ Θ = −∫                                (65) 

From Equations (61) and (63) we get 

( ) ( ) ( )

( ) ( )

( ) ( )

1 1 1 1 1
2 1 3 12 2

2
20 20 02 2 2 2 1 1

12 2

2 2

11 1

0 0 0 2
11 1

0

r r r

k r r r

A I a A B a Ar a a
K BB B

H g q g q A I A A B r aa
LBB B

a

α α α
γ φ

τ α α α

γ

∗ ∗

∗∗ ∗

∗ ∗

∗∗ ∗

  
  − − − + + −  + + +  
 

  = − − +   − + − − +  + +  
 −
  
 

,       (66) 

and 

( )

( ) ( )

( ) ( )
( ) ( ) ( )

( )
( )

( )
( )

11

1 1 1
1 2 1 3 12 2

2
11 11 1 12 2 2

12 2

2 2

0

Re Re Re
11 1

0 0 2 .
Re

11 1

Re
0

r r r

k r r r

H

A I A B Ar a a a
K BB B

g q g q r aA I A A Ba
LBB B

a

α α α
γ φ

τ α α α

γ

∗ ∗

∗∗ ∗

∗ ∗

∗∗ ∗

   
   − − − − + −   +  + +   
 

  = − − +   − + − −  + + +  
 −
  
 

  (67) 

Using (61) and (66) in (64) and noting that ( )q Θ  is eigenvector of A , we have 

( )

( ) ( )

( ) ( )
0

1 1 1 1 1
2 1 12 2

0
2 2

0 1 2 2 2 1 1
12 21

2 2

11 1

2 e d  2
11 1

0

k

r r r

i
k k r r r

A I a A B a Ar a a
K BB B

i I F A I A A B r aa
LBB B

a

ω τ

α α α
γ φ

ω τ η τ α α α

γ

∗ ∗

∗∗ ∗

Θ ∗ ∗

∗∗ ∗

  
  − − − + + −  + + +  
     − Θ =    − + − −   +  + +  
 −
  
 

∫        (68) 

i.e. 
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( )

( )

( )

( )

( )

( )

( )

0

1 1
0 1 12 1

1
2

1
2 2 1

302
1

4
1

2 1 0 0 2
2

0 0

1 1 1
2

2
11

2 0 0
1 1

2 0
e 0 0 2

1

  2

k

r r

r r

i

r r

A I B Ari B B B
K B FB

FA I A B I r Ii FLB B
FT Q i B

i

A I a Ar
K B

ω τ

α α
ω γ φ

α α
ω

γ ω δ γ
φ ω φ

α α

∗ ∗
∗ ∗ ∗

∗∗

∗ ∗ ∗ ∗

∗ ∗

∗ ∗

−

∗

∗

  
  + − −    + +   
  
  − + +  + +  
  + + 
 + 

− − −
+

=

( )

( ) ( )

1 1
2 1 3 12

2
2 2 2 1 1

12 2

2 2

11

.
11 1

0

r

r r r

B a A a a
BB

A I A A B r aa
LBB B

a

α
γ φ

α α α

γ

∗

∗∗

∗ ∗

∗∗ ∗

  
  + + −  + +  
 

  
  − + − − +  + +  

 −
  
 

          (69) 

Similarly using (63) and (67) in (65), we get 

( )

( )

( )

( )

( )

( )

( ) ( )
( )

1 1
1 12 1

2
2

2
2 2 1

32
2

4
2

2 1 0 2

0

1 1 1
12 2

11

*
0 0

1 1

0
0 0

Re
11 1

  2

r r

r r

r r r

A I B ArB B B
K B FB

FA I A B I r I
FLB B
FT Q B

A I A B Ar a
K BB B

α α
γ φ

α α

γ δ γ
φ φ

α α α

∗ ∗
∗ ∗ ∗

∗∗

∗ ∗ ∗

∗ ∗

∗ ∗

∗ ∗

∗∗ ∗

  
  − −    + +   
  
  − +  + +  
  + 
 
 

 
 − − − − + + + 

=

( ) ( )

( )
( )

( )
( )

2 1 3 1

2
1 12 2 2

12 2

2 2

Re Re

.
Re

11 1

Re
0

r r r

a a

r aA I A A Ba
LBB B

a

γ φ

α α α

γ

∗ ∗

∗∗ ∗

  
  + −     
 

  
  − + − −  + + +  

 −
  
 

         (70) 

We solve system (69) for 1F  and (70) for 2F  and using these values are determine 20W  and 11W  and 
hence 21g . Now to determine the direction, stability and period of bifurcating periodic solutions from critical 
point at the critical value kτ τ=  we can compute the following necessary quantities as given by [10]. 

( )
2

2 02 21
1 11 20 11

0

0 2
2 3 2k

g giC g g g
ω τ

 
 = − − +
 
 

                        (71) 

( ){ }
( ){ }

1
2

Re 0

Re k

c
µ

ψ τ
= −

′
                                    (72) 

( ){ }2 12Re 0b c=                                      (73) 
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( ){ } ( ){ }1
2

0

0  
.m m k

k

I c I
T

µ ψ τ
ω τ

′+
= −                               (74) 

Hence, using the results of [10]. We have the following theorem. 
Theorem (3.2.1): If ( )2 20 0µ µ> < , then the Hopf bifurcation is supercritical (subcritical) and the bifurcat-  

ing periodic solutions exist for ( ) k kτ τ τ τ> < . The bifurcating periodic solution is stable (unstable) if  

( )2 20 0b b< >  and the period increase (decrease) if ( )2 20 0T T> < . 

3. Numerical Support 
In this section, we present numerical simulation to illustrate the results obtained in the previous sections. The 
system (4) is solved using the MATLAB software package under the following set of parameters.  

(a) 2r = , 100K = , 1 0.2α = , 0.6rA = , 1 0.01γ = , 100L = , 2 0.1α = , 0 1Q = , 1 0.2Q = , 0 0.5δ = ,  

2 0.01γ = , 1 1r = , 0.01φ = , 0 0.02φ = , 1 0.8φ = . 

The interior equilibrium point of system (4) with data (a) is  

99.1014,    145.94,    20.2466,    0.449306.cB I T T∗ ∗ ∗ ∗= = = =  

Then, we can easily obtain that (H1) to be satisfied. By computation, we have 0.395806,ω =  0τ = 5.82023 . 

The transversality condition (27) is satisfied as 
( )

0

d Re
1.20963 0

d
τ τ

ψ
τ

=

 
= ≠ 

 
. 

The stability behavior of the system (4) for 0τ =  can be depicted by Figure 1. To check the dynamic beha-
vior of the system (4) for 0τ ≠  can be seen by Figure 2 and Figure 3. A Hopf bifurcation occurs at 

( )3 , , , cE B I T T∗ ∗ ∗ ∗  when 0 5.82023τ τ= =  and small amplitude periodic solution around ( )3 , , , cE B I T T∗ ∗ ∗ ∗  
and this can be visualized from Figure 2 and Figure 3. From Figure 2 and Figure 3 we can see that when 

01 5.82023τ τ= < =  the system is stable and for 08 5.82023τ τ= > =  the system becomes unstable. An alter- 
native resource has a strong impact on the depletion of forestry biomass which can be seen from Figure 4. From 
this we can see increasing the value of alternative resource the concentration of forestry biomass increases and 
also controlling the instability of the system (4) when 08 5.82023τ τ= > =  see Figure 4(b). Now see impact 
of other factors on forestry biomass. Increasing the value of 1α  the concentration of forest biomass increases  
 

 

Figure 1. Stable behavior of ,  ,  B I T  and cT  with time, when 0τ =  
and other parameter values are same as (a).                                
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(a) 

 
(b) 

Figure 2. Trajectory portrait and phase portrait of system (4) for 
01 5.82023τ τ= < =  and other parameters are same as (a).                    

 
refer Figure 5. From Figure 6 we see that the concentration of forestry biomass decreases when the value of 1γ
increases. Increasing the values of 1φ  and φ  the concentration of forestry biomass increases refer Figure 7 
and Figure 8.  

Now to verify the result of Theorem (3.2.1), we have shown the variation of variables ,  ,  B I T  and cT  for 
1τ = and 8τ =  in Figure 2 and Figure 3 respectively. Also for the above set of parameter values, we get 
( )1 0 0.19028 15.1071ic = − − , 2 0.157305µ = , 2 0.38056b = −  and 2 6.00118T = . Since 2 0µ > , the Hopf 

bifurcation is supercritical and the direction of the bifurcation 0τ τ> . Also 2 0b <  and 2 0T > , this implies  

that the bifurcating periodic solutions arising from ( )3 , , , cE B I T T∗ ∗ ∗ ∗  at 0τ  are stable and the periods of limit 
cycle increases. 
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(a) 

 
(b) 

Figure 3. Trajectory portrait and phase portrait of system (4) for 
08 5.82023τ τ= > =  and other parameters are same as (a).                         

4. Conclusion 
In this paper, a nonlinear mathematical model is proposed and analyzed to see the effect of alternative resource 
and time delay on conservation of forestry biomass. We have obtained the explicit formulae that determine the 
stability and direction of the bifurcating periodic solutions by using the normal form theory and the center ma-
nifold theorem. For the given set of parameter values in (a), we found that, the Hopf bifurcation was supercriti-
cal with stable periodic solutions and the direction of bifurcation was 0τ τ> . Forests serve as a source of life for 
the forest based small and large scale industries. However, due to shrinking forests area, the industries are facing 
wood crisis. To overcome wood crisis, alternative resources like synthetic, liquid wood, plastic, wood composite 
lumber etc are good alternative for wood based products. For preserving our forestry biomass we can control the  
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(a) 

 
(b) 

Figure 4. (a) and (b) show variation of the forestry biomass with time for 
different values of Ar when 01 5.82023τ τ= < =  and 08 5.82023τ τ= > =  
respectively and other parameter values are same as (a).                              

 

 
Figure 5. Variation of the forestry biomass with time for different values 
of 1α  and other parameter values are same as (a).                      
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Figure 6. Variation of the forestry biomass with time for different values 
of γ1 and other parameter values are same as (a).                         

 

 
Figure 7. Variation of the forestry biomass with time for different values 
of ϕ and other parameter values are same as (a).                          

 

 
Figure 8. Variation of the forestry biomass with time for different values 
of ϕ1 and other parameter values are same as (a).                       
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wood based industries by human awareness or some government action. Hence, we conclude from our analysis 
that the forestry biomass may be conserved by applying technological effort and alternative resources. 
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