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Abstract 
In this paper, a feature selection method combining the reliefF and SVM-RFE algorithm is pro-
posed. This algorithm integrates the weight vector from the reliefF into SVM-RFE method. In this 
method, the reliefF filters out many noisy features in the first stage. Then the new ranking crite-
rion based on SVM-RFE method is applied to obtain the final feature subset. The SVM classifier is 
used to evaluate the final image classification accuracy. Experimental results show that our pro-
posed relief- SVM-RFE algorithm can achieve significant improvements for feature selection in 
image classification. 
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1. Introduction 
Feature selection plays a key role in many pattern recognition problems such as image classification [1] [2]. 
While a great many of features can be utilized to characterize an image, only a few number of them are efficient 
and effective in classification. More features does not always lead to a better classification performance, thus 
feature selection is usually performed to select a compact and relevant feature subset in order to reduce the di-
mensionality of feature space, which will eventually improves the classification accuracy and reduce time con-
sumption [2]. 

Based on different evaluation criterion, feature selection methods can be classified to two categories: filter 
models and wrapper models. Filter models generally utilize the characteristics of feature data and are more 
computationally efficient. The reliefF algorithm is a typical example of this type which can effectively provide 
quality of each feature in problems with dependencies among the feature space [3]. It has been shown by Zhang 
and Ding that the reliefF algorithm performs well in gene selection [4]. 

As compared with the filter type selectors, the wrapper models can usually achieve higher classification ac-

http://www.scirp.org/journal/jcc
http://dx.doi.org/10.4236/jcc.2015.33013
http://dx.doi.org/10.4236/jcc.2015.33013
http://www.scirp.org
mailto:jjwang@suda.edu.cn
http://creativecommons.org/licenses/by/4.0/


X. Zhou, J. J. Wang 
 

 
75 

curacy. Such superiority is achieved by involving the classifier in the selection process. The SVM recursive fea-
ture elimination (SVM-RFE) method is a typical wrapper type selector, where the support vector machine (SVM) 
[5] is used as a classifier. This method was firstly employed in gene selection [6], where the ranking criterion for 
different features is determined as the magnitude of the weights of the trained SVM classifier. Although 
SVM-RFE method always performs better in classification accuracy, it is usually computationally much more 
intensive [7]. 

In this paper, a new hybrid model is proposed by combing reliefF algorithm and SVM-RFE method. The new 
method (we call it reliefF-SVM-RFE) not only performs better than either of the two methods but also costs 
much less computational time than the wrapper models. The integration of reliefF and SVM-RFE leads to an ef-
fective feature selection scheme. In the first stage, reliefF is applied to find a subset of candidate features so that 
many irrelevant features are filtered out and the computational demands can be reduced. In the second stage, 
SVM-RFE method is applied to directly estimate the quality of each feature resulted from the reliefF algorithm 
according to our proposed evaluation criterion. Comprehensive experiments are performed to compare our new 
reliefF-SVM-RFE selection algorithm with the reliefF and SVM-RFE methods on our dataset picked from Cal-
tech-256 database [8]. The experimental results demonstrate that the proposed feature selection algorithm out-
performs the other two methods. 

2. Feature Extraction 
In order to obtain an effective feature subset by feature selection, the original feature set must be sufficient. 
Since low level visual features such as color, texture, and shape are fundamental to characterize images [9]-[11], 
75 features of these three types are extracted to compose the pool of features for selection. 

Totally 54 color descriptors are extracted from each image by combining different color models and quantiza-
tion strategies. Texture descriptors characterize the structural pattern of an image, therefore 11 texture descrip-
tors are studied in total. Similar to color and texture descriptor, shape feature is also an important low-level de-
scriptor and has been widely used in image classification. Totally 10 shape descriptors are collected from each 
image. 

Note that most of the features have more than one dimension and all 75 feature descriptors consist of 
3268-dimension feature components. In the next analysis, each feature component will be treated as a single 
feature to be selected by our methods. 

3. Feature Selection 
3.1. reliefF Algorithm for Feature Selection 
ReliefF is a simple yet efficient procedure to estimate the quality of feature in problems with strong dependen-
cies between attributes [4]. In practice, reliefF is usually applied in data pre-processing for selecting a feature 
subset. 

The key idea of the reliefF is to estimate the quality of feature according to how well their values distinguish 
between instances that are near to each other. reliefF algorithm randomly selects an instance iR  from its class, 
and then searches for K  of its nearest neighbors from the same class, called nearest hits H , and also K  
nearest neighbors from each of the different classes, namely nearest misses M . Then it updates the quality 
measure iW  for feature i  according to values for iR , hits H  and misses M . If instance iR  and those in 
H  have different quality estimation on feature i , then the estimation iW  is decreased. Meanwhile, if in-
stance iR  and those in M  have different values on feature i , the estimation iW  will be increased. The 
process is repeated n  times. Here, n  is usually set by users and for most purposes it can be safely set to 10 
[3]. According to the aforementioned discussion, the quality measure iW  can be updated as follows: 
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where ( )HD k  (or ( )MD k ) is the sum of distance between the selected instance and its kth nearest neighbor in 
H  (or M ), cp  is the prior probability of class c . Figure 1 gives a detailed description of the reliefF algo-
rithm. 
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Figure 1. Pseudo-code of reliefF algorithm. 

3.2. SVM-RFE Algorithm for Feature Selection 
The SVM-RFE for feature selection is a feature elimination method based on SVM classifier and capable of se-
lecting a small feature subset [12]. It starts with all the feature components and recursively removes the feature 
components with the least importance for the classification in a backward elimination manner. In the original 
SVM-RFE method, the ranking criterion is computed from the weight vector of SVM as follows: 

( )l
l l

l
w α γ χ=∑ .                                      (2) 

where lα  is the Lagrange multipliers, lγ  is the class label of the l th sample, and ( )lχ  is the feature vector. 
With this weight vector, the importance of the i th feature component can be determined as 2

i iC w= , and hence 
the feature component can be selected according to their ranking criterion above. 

3.3. An Improved Algorithm by Combing reliefF and SVM-RFE 
As we mentioned before, reliefF is a general and successful feature attributes estimator and is able to effectively 
provide quality estimation of features in problem with dependencies between feature attributes. However reliefF 
does not explicitly consider the role of classifier in feature extraction. On the other hand, the SVM-RFE algo-
rithm totally takes the importance of classifier into account, it is computationally expensive [7]. Thus it could be 
helpful to integrate the weight vector iW  from reliefF into SVM-RFE method. Therefore, we devise a new 
ranking criterion as follows: 

i i iG W C= + .                                        (3) 

where iC  is the ranking indicator from SVM-RFE method. It should be pointed out that before the sum opera-
tion of iW  and iC  those two weight vectors should be normalized to [0, 1], which can eliminate the error 
caused by two different dimensions. Thus the iG  is the final ranking indicator for the i th feature in our image 
classification.  

In our experiments, reliefF is first used to select 300 features as the candidate subset from the all feature data, 
SVM-RFE is then utilized to choose the final subset according to our new ranking criterion. 

4. Experimental Results and Discussion 
Our experimental dataset, named dataset-Caltech, includes six categories of images which is randomly picked 
from Caltech-256 database [8]. Half of the images of each category are used for training and the others for test-
ing. Representative samples of dataset-Caltech are shown in Figure 2 and the detail description of our experi-
mental dataset can be found in Caltech-256 database. In this section, comprehensive experiments are performed 
on dataset-Caltech to compare our new proposed selection algorithm with the reliefF and SVM-RFE algorithms. 

In the experiment on dataset-Caltech, all the 75 feature descriptors as discussed above are first extracted for 
each image from dataset-Caltech, and then a 3268-dimension feature space can be obtained. In the second step, 
we consider each feature component in the feature space as a single feature, finally a compact and effective 
subset with about 150 feature components will be obtained. Figure 3(a) and Figure 3(b) show the classification 
accuracy achieved when different number of feature components are selected for classification. 
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Figure 2. Some example images in dataset-Caltech. 
 

          
(a)                                                  (b) 

      
(c)                                                  (d) 

Figure 3. Classification accuracy with different number of selected features. (a) and (b) Average accuracy for different 
number of features with reliefF, SVM-RFE and proposed algorithm. (c) and (d) Accuracy for each category based on the best 
average performance with reliefF, SVM-RFE and proposed algorithm. 
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Table 1. Computational time spent on each method. 

Selection method Computational time (Unit: s) 

reliefF 143 s 

SVM-RFE 35,752 s 

reliefF-SVM-RFE 1715 s 

 
The classification accuracy of each category achieved by three different algorithms are shown in Figure 3(c) 

and Figure 3(d). It can be seen that our proposed algorithm performs the best among others on dataset-Caltech, 
which indicates the effectiveness of our new ranking criterion. When about 150 feature components are selected, 
our proposed reliefF-SVM-RFE method achieves the highest average classification accuracy of 96.14%, while 
the wrapper model SVM-RFE method achieves 94.43% and the filter model reliefF algorithm only achieves an 
accuracy of 93.27%. The results further demonstrate that our proposed hybrid model reliefF-SVM-RFE is supe-
rior to either the filter type relief method or the wrapper type SVM-RFE model. 

Table 1 shows the computational time consumption of three algorithms. A Core 2 GHz personal computer 
running Matlab2009b is used in this experiment. As we can see that the filter model reliefF is the least computa-
tionally expensive while the wrapper model SVM-RFE is the most. 1715 seconds is required to select the final 
feature subset which means computational time spent on our proposed hybrid model is higher than reliefF but 
much lower than SVM-RFE. This result further proves that our model is not only effective but also efficient for 
feature selection in image classification. 

5. Conclusion and Feature Work 
In this paper, an improved and novel strategy combining reliefF and SVM-RFE algorithm is proposed to select a 
compact feature subset performing well in image classification. In this method, the reliefF method is employed 
to filter out many noisy feature components and obtain an effective candidate feature subset, then the new eval-
uation criterion integrating those from the reliefF method and the SVM-RFE is applied to select the final feature 
components. Experimental results demonstrate that with the feature subset from our proposed reliefF-SVM-RFE 
method a better classification performance can be achieved. However, some future work is needed to further 
improve the performance of the selection algorithm. For example, much more image descriptors can be ex-
tracted for images before processing or even a more efficient and less computational time consuming evaluation 
criterion can be devised. It is well recognized that the issue of effectively feature selection and accurately image 
classification still remains to be open. 
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