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Abstract

The Poisson process is a stochastic process that models many real-world phenomena. We present
the definition of the Poisson process and discuss some facts as well as some related probability
distributions. Finally, we give some new applications of the process.
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1. Introduction

Poisson process is used to model the occurrences of events and the time points at which the events occur in a
given time interval, such as the occurrence of natural disasters and the arrival times of customers at a service
center. It is named after the French mathematician Siméon Poisson (1781-1840). In this paper, we first give the
definition of the Poisson process (Section 2). Then we stated some theroems related to the Poisson process
(Section 3). Finally, we give some examples and compute the relevant quantities associated with the process
(Section 4).

2. What Is Poisson Process?

A Poisson process with parameter (rate) A >0 is a family of random variables {N
following properties:

1) N,=0.

2) N, -N,N,=Ng,---,N,_ =N, areindependent random variables where 0=t, <t, <---<t,.

n

t>0} satisfying the

t1

—A(t-s)

3) P(N,—N, =n)=2

(/l(t—s))n for t>s.

N, =N (O,t] can be thought of the number of arrivals up to time t or the number of occurrences up to time t.
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3. Some Facts about the Poisson Process

We give some properties associated with the Poisson process. The proofs can be found in [1] or [2]. If we let
W,,n>1 be the time of the n™ arrival (W, =0),and welet X, =W, -W,, n>1, bethe interarrival time
(X, =W,). Then we have the following theorems:

A(ax)"
(n-1)!
x>0,

Theorem 2 The interarrival times X, X,,--- are independently exponentially distributed random variables
with parameter 1.

Theorem 3 Conditioned on N, =n, the random variables W,,W,,---,W, have the joint density probability
function

Theorem 1 The n" arrival time has the T -distribution with density function fo (x)= e, for

n =

n!
f . N =n (Wl"“'Wn)zt_n foro<w, <---<w, <t.

Theorem 4 If Y, is a random variable associated with the k™ event in a Poisson process with parameter
A. We assume that Y,,Y,,--- are independent, independent of the Poisson process, and share the common
distribution function G(y)=P(Y, <y). The sequence of pairs (W,,Y,),(W,,Y,),--- is called a marked
Poisson process. The (Wl,Yl),(Wz,Yz),-u form a two-dimensional nonhomogeneous Poisson point process in
the (t,y) plane, where the mean number of points in a region A is given by

u(A)= ﬂlg(y)dydt.
A
The marked Poisson processes have been applied in some geometric probability area [3].

4. Examples of Poisson Processes

1) Suppose the number of calls to a phone number is a Poisson process N,,t>0 with parameter 4 and
v ~exp(u) is the duration of each call. It is reasonable to assume that z is independent of the Poisson
process. What is the probability p that the (n +1)St call gets a busy signal, i.e. it comes when the user is still
responding to the n" call?

Forafixed 7,

P(W, +7>W,,|r)=P(W,

W, <o) (X <) [ 1
P :I:P(Wn r >Wn+l|r) f (T)dT - .[:P(Wn +7 >Wn+1|7),ue‘/“dr

A
A+u

N I: (1-e?)ue dr=1-p I:ef(m:)r dr—

2) On average, how many calls arrive when the user is on the phone?
Suppose the user is talking on the n" call,
E[N(W, W, +7]|z]=E[N(0,z]|r]=E[N,|r]=4r
A
E[N(W, W, +7]]=E[Ar]=2E[r]==
u
3) In a single server system, customers arrive in a bank according to a Poisson process with parameter A
and each customer spends 7z ~ exp() time with the one and only one bank teller. If the teller is serving a
customer, the new customers have to wait in a queue till the teller finishes serving. How long on average does
the teller serves the customers up to time T ? (i.e. How long is the server unavailable?)

E|:§;Tn:| éE&mNT = j}P(NT - j):%E@ran - j]e_;!T (AT

n= n=1
© ] e*ZT i 0 jefﬁ.T i ﬂ T © 1 ia ﬂ, o ﬂ
=2E) 2 |7 (AT) = 2 = (AT) = e = (AT) " =T e =T
;0 {Zl } J!( ) Jzoﬂ J!( ) H E(J—l)!( ) # H
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4) Suppose team A and team B are engaging in a sport competition. The points scored by team A follows a
Poisson process M, with parameter A and the points scored by team B follows a Poisson process N, with
parameter g . Assume that M, and N, are independent, what is the probability that the game ties? Team A
wins? Team B wins?

Let T be the duration of the competition.

P(game ties)=P(M; = NT):iP(MT =k,N; =k)

k=0
o w a-At ko —ut k
_SP(M, —K)P(N, k)= 3 £ (A e (a)
k=0 k=0 k! k!
P(Awins)=P(M; >N; )= > SP(M; =k+0,N; =k)
k=0¢=1
» =z e ()T e (ut)
=S P(M; =k+£)P(N; =k)=
;J;( ! JP(Nr =k) gfﬂ (k+0)r k!

8

P(B wins)=P(N; > M; )= SP(N; =k+0,M; =K)
k=0¢=1
» o e (ut) " e (at)
= P(N;, =k+£)P(M; =k)=
Eg%;g; ( T ) ( T ) Eé%;é; (k +_€)! k!
5) Given that there are k points scored in a match (by both team A and team B), what is the probability that
team A scores ¢ points, where £<k?

P(M; =6,M; +N; =k)
P(M; +N; =K)
P(M; =0,N; =k—¢)  P(M; =¢)P(N; =k—¢)

P(M =Ny =k=]) P(M, = )P(N; =k~ )

P(M; =¢|M; +N; =k) =

Tk
rd

T e K (e
14

_ {1 (k—K)! Y
K g AT (/ﬂ-)i e (lu-l-)k—j Tk e - (/“_Iu)k
io ! (k—1i)! JZ(;[J.}/’L g

6) When does a car accident happen? Suppose a street is from west to east and another is from south to north,
the two streets intersect at a point O . Cars going from west to east arrives at O follows a Poisson process W,
with parameter A and cars going from south to east arrives at O follows a Poisson process VVJ with
parameter g . It is reasonable to assume that these two processes are independent. If the cars don’t slow down
and stop at the intersection O, then collision happens. The " car going from south to north hits the i" car
going from south to east if and only if W, SVVJ- <W, +7, where 7 isthe time it takes for the car's tail to reach
O, 7 hasdensity function f_(t).

roj-m/l(/lx)i’le‘lX ,u(,uy)H e

o T (i-1)! (i-1)!

P(j" car from south to north hits i" car from west to east

P(W, <Wj <W, +7r)= dydx

= ["P(W, <W, <W, +[r) £, (t)dt

g A e e
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|J J" car from south to north hits i'" car from west to east
i

P (car collision) = P[

|

(Ji" car from west to east hits j car from south to north
i

|

/1x)i’l e ™ ,u(,uy)H e

+P[
o| g pxer A
=§fo {Hx (i-1)! (i-1)!
i1 ony /1(,1)()i_1e_lX

e weyre 1 1Y)
%:J'o l:-[o Iy (j—l)! (i _1)!

7) Occurrences of natural disasters follow a Poisson process with parameter A . Suppose that the time it takes
to recover and rebuild after the n" disaster is Y, , assume that Y,,Y,,--- are independent random variables
having the common distribution functions G(y) = P(Yk < y). There are N, disasters up to time T, what is
the probability that everything is back to normal at time T ? This can also be used as a model for insurance
claims. W, is the time for the insurance company to receive the k™ claim and Y, is the time the insurance
company takes to settle it. What is the probability that the insurance company is not working on any claim at

dydx] f.(t)dt

dxdy} f(t)dt

time T?
P ma v <7) = e max v <TIN, =0 =)
< e’ (A1)
:§P(@g{wi +Y,} <TIN; = n)—n!
< e T (AT)"
:nZ:OP(W1+Y1 <T, W, +Y, <T|NT = n)T
© _at n
=>NIP(U+Y, <T,-, U, +Y, <T)w
n=0 n!
=i:|:’(U1+Y1 <T,--,U, +Y, <-|-)e—/1t (ﬂT)n
n=0
where U,,---,U, are independent and uniformly distributed on (O,T].

P( max {W, +Y,} <T

1<i<Np

|

Il Il Il
M

M

2 [

0

=]
I
o

21

=]
I
o

21

[PU+Y,<T)] e (aT)

i 1
_jOTP(U1+Y1 T, =u)z

—du} e’ (A1)
_ITP(Y <T-ulu :u)idu}n e (4T)
| ) 1 1 T

[ T 1 " _ n
'[OP(Y1<T—u)?du} e’ (4T)

% [le( —u)du}n e (ATY

e—/iT

1-2[/G(2)dz

e é[iﬂG(z)dzT

8) Suppose that W, is the time an insurance company receives the k™ claim and Y, is the time the
company takes to settle the claim. What is the average time to settle all claims received before time T ?
The average time to settle all claims received before T s
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E[ max {W, +Yk}}.

1<k<Np

Suppose 72>T,

P(WN W, +Y,) < ):

M

P(max (W, +Y, } <7|N; —n)P(NTzn)

1<k<Np

>
Il
o

—ﬂT

P(max W, +Y,} <7 [N, _n) (1)’

1<k<n

Il
Ms

0

>
Il

e—lT

=3P(W, +Y, < W, +Y, <2 [Ny =) (aT)’
= n!
n°° e’“ n
=>NnIP(U, +Y, <7, U, +Y, <7) o (AT)
n=0 :

where U,,---,U, are independent and uniformly distributed on (O,T].

P| max {W, +Y,} <T): i[P(Ulw1 <7)[' e (aT)’

1<k<Ny =

n

I
Ms

1 n
joTP(u1 +Y, <7|y, = u)?du} e (AT)’

>
]
o

I
el

IOTP(Y1 <r-uly, = u)_l_idu} e T (A7)

>
I
O

Il
Ms

—j (Y,<7z-u du}n e (4T)'

>
1l
O

n

= fOTG(r—u)du e (AT)"

I
Ms

=
]
O

1]
Ms

dz} e T AT

>
1l
o

T Z[/IJ- g z)dz} e”1T

1] G(z)dz

Clearly, P max {Wk+Yk}<r)=0 for 7<T.

E[ max {W, +Yk}} =j0°°P(l<k<NT W, +Y, > r)dz'

1<k<Np

=T +_[TP( max {W, +Yk}>r)dr

1<k<Np

" e—).T
=T+ |l1-———— |dr
To1- zj G(z)dz

9) Customers arrive at a shopping mall follows a Poisson process with parameter A . The time the customers
spend in the store Y,,Y,,--- are independent random variables having the common distribution function
G(y) = P(Yk < y). Let M, be the number of customers exist up to the closing time t. What is the expected

number of customers in the mall at time t?

Condition on N, =n and let W,,---,W, <t be the arrival time of the customers. Then customer k exists

inthe mall attime t ifand only if W, +Y, >t . Let the random variable
1 ifW +Y, >t,

LW ¥ =) z{o i W, +Y, <t
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Then T{W, +Y, >t} =1 ifandonlyifthe k" customer exists in the mall attime t. Thus

Ny
P(M,=m|N,=n)= P[Z}I{Wk +Y, 2t} =m|N, =nj

k=1

k=1

= P[ n T{W, +Y, >t} =m|N, = nj: P(iﬂ{uk +Y, 2t} :mj
k=1

where U,,U,,---,U  are independent and uniformly distributed on (0,t]. P[Z]I{Uk+Yk zt}zmj is the
k=1

binomial distribution in which

1
p=P(U, +Y, 2t)=[P(U, +Y, 2t|U, =u)Edu

1.1
=[P(Y, 2t-ulu, =U)¥du =;I;P(Yk >t-u)du

:%I;[l—e(t—u)}du =%I;[1—G(z)]dz

Hence,

AL

rmmi(n—m)! n!
e B s (Ap) (A
- m S (n-m)!
—eH (’1 pt)m elt(lfp) _ e " (ﬂ,pt)m
B m! B m!

That is, the number of customers existing at time t has a Poisson distribution with mean

t
apt=A[ [1-G(y)]dy.
The average number of customers exist at the mall closing time is

CITNE
if;[l—G(y)]dy

10) Customers arriving at a service counter follows a Poisson process with parameter 4. Let M, be the
number of customers served longer than 7z up to time t. What is the distribution of M,?

Conditionon N, =n andlet W,,---,W, <t be the arrival time of the customers. Let the random variable

1 ifY, >z,
W7 =10 ey, <o

Then I{Y, >z}=1 ifandonlyifthe k™ customer served longer than 7 .Thus

N
P(M,=m|N,=n)=P SUY, >7h=m|N, :nj

k=1

|
= P(Z]I{Yk >7h=m|N, :nj
(
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which is the binomial distribution with p=P(Y, >7)=1-G(7). Hence,

P(M,=m)= iP(Mt =m|N, =n)P(N, =n)

_ v R
BTy L T
_en pt)" i (1-p)" " (a)"

m! = (n—m)t!

OB e Gt

-—e =

m! m!

That is, the number of customers served longer than 7 has a Poisson distribution with mean
Apt=2(1-G(7))t.

5. Conclusion

Poisson process is one of the most important tools to model the natural phenomenon. Some important
distributions arise from the Poisson process: the Poisson distribution, the exponential distribution and the
Gamma distribution. It is also used to build other sophisticated random process.
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