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ABSTRACT 
The long-term climate datasets are widely used in a variety of climate analyses. These datasets, however, have 
been adversely impacted by inhomogeneities caused by, for example relocations of meteorological station, change 
of land use cover surrounding the weather stations, substitution of meteorological station, changes of shelters, 
changes of instrumentation due to its failure or damage, and change of observation hours. If these inhomogenei-
ties are not detected and adjusted properly, the results of climate analyses using these data can be erroneous. In 
this paper for the first time, monthly mean air temperatures of the United Republic of Tanzania are homoge-
nized by using HOMER software package. This software is one of the most recent homogenization software and 
exhibited the best results in the comparative analysis performed within the COST Action ES0601 (HOME). 
Monthly mean minimum (TN) and maximum (TX) air temperatures from 1974 to 2012 were used in the analysis. 
These datasets were obtained from Tanzania Meteorological Agency (TMA). The analysis reveals a larger num-
ber of artificial break points in TX (12 breaks) than TN (5 breaks) time series. The homogenization process was 
assessed by comparing results obtained with Correlation analysis and Principal Component analysis (PCA) of 
homogenized and non-homogenized datasets. Mann-Kendal non-parametric test was used to estimate the exis-
tence, magnitude and statistical significance of potential trends in the homogenized and non-homogenized time 
series. Correlation analysis reveals stronger correlation in homogenized TX than TN in relation to non-homoge- 
nized time series. Results from PCA suggest that the explained variances of the principal components are higher 
in homogenized TX than TN in relation to non-homogenized time series. Mann-Kendal non-parametric test re-
veals that the number of statistical significant trend increases higher with homogenized TX (96%) than TN (67%) 
in relation to non-homogenized datasets. 
 
KEYWORDS 
Homogenization; HOMER Software Package; ANOVA; Air Temperature 

1. Introduction 
The study of climate change and variability in the United 
Republic of Tanzania (URT) depends on existing long- 
term observational climate datasets. The value of these 
datasets, however, strongly depends on its homogeneity 
[1]. A homogeneous climate time series is defined as the 
one whose variability is only caused by change in weather 
and climate [2]. Unfortunately, long instrumental records 
are rare if ever homogeneous. The inhomogeneity in  

these datasets is due, for example, to relocations of me-
teorological station, change of land use cover surround-
ing the weather stations, substitution of meteorological 
station, changes of shelters, changes of instrumentation 
due to its failure or damage, and change of observation 
hours [2-4]. Most of these changes cause sudden shifts 
(change-points) in the series of local climate data, while 
some others (particularly urban development) result in 
gradually increasing biases from the real macroclimatic 
characteristics [5,6]. All of these inhomogeneities can 
bias a time series and lead to misinterpretations of the  *Corresponding author. 
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studied climate [5]. 
Several techniques have been developed for non-cli- 

matic inhomogeneities detection and adjustment [2,4,7- 
13]. Recently new procedures were developed to detect 
and correct multiple change points using reference series 
[5,13,14]. Review papers and comparison studies on dif-
ferent homogenization techniques have been published 
regularly in different parts of the globe [1,5,15-17]. 

More recently a comprehensive analysis to assess dif-
ferent homogenization techniques of climate series was 
included in scientific programme of the COST Action 
HOME ES 0601: Advances in Homogenization Methods 
of Climate series: an integrated approach (HOME). HOME 
objective was to develop a general homogenization method 
for homogenizing climate and environmental datasets. 
This task started in 2007 and was accomplished in 2011 
with the release of two new software packages: HOMER 
(for monthly data) and HOM/SPLIDHOM (for daily data) 
homogenization [18]. The aim of this paper is to use 
HOMER software package to homogenize monthly mean 
minimum (TN) and maximum (TX) air temperature data-
sets of the URT in the process of constructing reliable 
long-term datasets from original climate observations. 

2. Area of Study 
The domain of study is the URT which is located in East 
Africa between longitudes 29˚E to 41˚E and latitudes 1˚S 
and 12˚S. The Country lies on an area of 945,000 km2 of 
which 884,000 km2 is Land mass and 61,000 km2 is 
Lakes, rivers and seashore. The URT has several physi-
cal features that contribute to high local variability in its 
climate: that include topography ranging from sea level 
to 1600 m in the west, high mountain Kilimanjaro at 
5895 m altitude in the North eastern highland, Lake Vic-
toria in the North, Lake Nyasa and River Ruvuma in the 
South and Lake Tanganyika in the West. Much of the 
country lies above 1000 m altitude with many areas 
above 1500 m in the central and North. It also has a 
complex seasonality associated with Indian Ocean [19- 
22]. The URT is relatively sparsely covered with weather 
stations that are unevenly distributed and located in low 
and high altitudes areas. Most of the meteorological sta-
tion networks that mainly comprise classical weather sta-
tions collecting data since 1900s are managed by the 
Tanzania Meteorological Agency (TMA). 

3. Data Description 
Monthly mean minimum (TN) and maximum (TX) air 
temperature from1974 to 2012 were used in the analysis. 
These datasets were obtained from TMA. Table 1 indi-
cates the geographic information of meteorological sta-
tions used in this study. 

Table 1. Geographic information of meteorological stations 
used in this study. 

ID Station Name Latitude Longitude Alt (m) Alt (ft) 

1 Songea 10.41 S 35.35 E 1067 3500 
2 Mtwara 10.21 S 40.11 E 113 370 
3 Bukoba 01.20 S 31.49 E 1144 3753 
4 Musoma 01.30 S 33.48 E 1147 3764 
5 Mwanza 02.28 S 32.55 E 1140 3740 
6 Arusha 03.20 S 36.37 E 1387 4550 
7 Moshi 03.21 S 37.20 E 813 2668 
8 Lyamungo 03.14 S 37.15 E 1250 4100 
9 Kilimanjaro 03.25 S 37.04 E 896 2923 

10 Kigoma 04.53 S 29.40 E 820 2690 
11 Same 00.50 S 37.43 E 860 2820 
12 Tabora 05.05 S 32.50 E 1182 3879 
13 Tanga 05.05 S 39.04 E 49 160 
14 Pemba 05.15 S 39.49 E 24 80 
15 Dodoma 06.10 S 35.46 E 1120 3675 
16 Ilonga 06.46 S 37.02 E 503 1650 
17 Morogoro 06.50 S 37.39 E 526 1725 
18 Kibaha 06.50 S 38.38 E 167 350 
19 Zanzibar 06.13 S 39.13 E 18 60 
20 DaresSalaam 06.53 S 39.12 E 53 173 
21 Iringa 07.40 S 35.45 E 1428 4685 
22 Mbeya 08.56 S 33.28 E 1758 5768 
23 Mlingano 08.09 S 38.54 E 183 600 
24 Igeri 09.40 S 34.40 E 2250 7380 

4. Methodological Procedures 
HOMER software was used to detect and correct the in-
homogeneities in TN and TX datasets. The software is 
one of the most recent homogenization software and ex-
hibited the best results in the comparative analysis per-
formed within the COST Action ES0601 (HOME) [19]. 
HOMER comprises additional functions to perform fast 
quality control of the data, which includes functions of 
the CLIMATOL R package which allows the user to es-
timate the station density, correlogram, histograms, box 
plots, and cluster analysis [2]. For the detection of het-
erogeneities in the datasets HOMER combines three de-
tection algorithms: pairwise-univariate detection, joint de-
tection and ACMANT-bivariate detection, and correct the 
datasets using ANOVA [1]. ACMANT is used to detect 
the most likely month of a change point (break). If the 
precise month of change is not known, the default is to 
validate the break at the end of the year, since detection 
is mainly performed on annual indices [6]. 

4.1. Missing Data Correction and Outlier  
Detection 

The models used in HOMER for imputation of missing  
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data and for outlier correction are presented in [6]. In 
these models missing datasets are corrected using ANO- 
VA and Outliers are detected by pairwise comparison of 
different time series between candidate and best neigh- 
bour time series. This is performed by visual inspection 
of the plots of the difference between candidate and best 
neighbour time series (Figures 1-3). After a correction 
step, ACMANT bivariate detection confirms the selec-
tion changes on climate data series. 

4.2. Development of Reference Time Series and 
Homogeneity Test 

Reference time series must encompass the same climatic 
signal as the candidate series and are developed using 
several techniques. For example [22] developed a refer-
ence series for a 19-stations network that did not vary 
with time using arithmetic mean of all the other 18 sta-
tions in his network for each candidate. After the homo-
geneity test was run on all the stations, he created a new 
reference series as before but excluding those stations 
with inhomogeneities. Like [22,23] run homogeneity tests, 
and then uses homogenized data to develop reference 
time series which is used to rerun the homogeneity tests. 
Another technique is described in [5], where reference 
series are created based on correlation coefficients be-
tween stations. In this study, reference time series was 
created as weight average of all 24 stations network of 
non homogenized datasets, then the homogeneity test 
was run to assess the quality of homogenization by com- 

paring both non homogenized data (hereafter NH) and 
homogenized data with reference series using the fol-
lowing methods; 

4.2.1. Correlation Analysis 
Correlation analysis was applied to annual time series to 
compute correlation matrix between annual time series of 
non homogenized data and homogenized data series to 
solve: 1) the correlation matrix between time series of 
non-homogenized and homogenized datasets 2) the Spear-
man Correlation Coefficient (SCC) between the non- 
homogenized and homogenized time series. Also corre-
lation analysis was performed between non-homogenized 
datasets and reference time series and between homoge-
nized datasets and reference series with the objective of 
assessing the quality of the corrected dataset and to as-
sess potential improvement in the similarity between 
time series of non-homogenized and homogenized data. 

4.2.2. Non-Parametric Mann-Kendal Test for Trend 
[24] first suggested using the test for significance of 
Kendall’s tau where the time (independent variable) is 
used as a test for trend. The Mann-Kendal test can be 
stated most generally as a test for whether Y (dependent 
variable) values tend to increase or decrease with time 
(monotonic change). In this study, the Mann-Kendal non- 
parametric test is used to estimate the existence, magni-
tude and statistical significance of potential trends in the 
NH, and HH time series, in order to assess the impacts of  

 

 
Figure 1. Screen capture of HOMER outputs: Mtwara series compared to its neighbours. Pairwise comparisons are sorted 
according to the increasing values of the noise standard deviation (upper left corner of each plot). The neighbours are sorted 
based on their cross-correlation with Mtwara. The top panel is the difference time series of Mtwara with Dar es Salaam, 
which has a standard deviation of 0.14˚C. The second panel is the difference between Mtwara and Kibaha, (0.20˚C). The 
third panel is the difference of Mtwara and Songea (0.27˚C). 
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Figure 2. Screen capture of HOMER outputs: Raw data series of Mwanza with outlier and missing values. 

 

 
Figure 3. Screen capture of HOMER outputs: Corrected data series of Mwanza 

 
homogenization. This test is suggested for trend analysis 
by the WMO [25] and has been used in many published 
works on climate change and climate variability [26]. 

4.2.3. Principal Component Analysis (PCA) 
Principal component analysis is the most efficient way of 
compressing geophysical data both in space and time, as 
well as separating noise from meaningful data. It enables 
fields of highly correlated data to be represented ade-
quately by a small number of orthogonal functions and 
the corresponding orthogonal time coefficients, which 
account for much of the variances in their spatial and 
temporal variability. PCA techniques are used to extract 
from a covariance matrix, robust structures that explain 

the largest variance of the original matrix and at the same 
time are uncorrelated. The original data is split into or-
thogonal spatial patterns (eigenvectors) and correspond-
ing time series coefficients (principal components). An 
eigenvector pattern that accounts for a large function of 
the variance (eigenvalues) is considered to be physically 
meaningful. [27] has provided a lucid outline of the 
mathematical procedure necessary to define the functions 
and their time coefficients. The PCA method is capable 
of extracting the principal components (PCs) of patterns 
in a time series; each of the PCs is orthogonal to the oth-
ers. The first PC (PC1) is the most dominant pattern and 
explains most of the variance; PC2 is the second most 
dominant PC, followed by PC3, etc. This characteristic 
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of PCA was used in this study to assess homogenization 
results. The Kaiser criterion of retaining factors with ei-
genvalues greater or equal to one was used to determine 
the number of significant PCs [28]. 

5. Results and Discussion 
Results from PCA on non-homogenized and homoge-
nized data sets suggest the following: 1) the explained 
variance of the principal components of homogenized 
datasets are higher than explained variance of the princi-
pal components of non-homogenized datasets for both 
maximum and minimum temperature; 2) explained vari-
ance of the principal components of homogenized data-
sets are higher for TX (62%) than TN (53%); 3) the ex-
plained variance of the 2 - 5 principal components of 
non-homogenized datasets are tendentiously higher than 
for TN than TX (Tables 2-5). 

The temporal location and size of the breaks detected 
in TN and TX are indicated in Table 6. The numbers of 
detected breaks are lager in TX (12 breaks) larger than in 
TN (5 breaks). 

Results from Correlation matrices between non-ho- 
mogenized time series of TX and TN air temperature as 
well as between homogenized time series of TX and TN 
were computed. Results indicate that the Spearman Cor-
relation Coefficient (SCC) values obtained for homoge-
nized time series are higher in relation to non-homoge- 

nized time series. In general, SCC values between ho-
mogenized TX and TN time series is higher than those 
obtained in non-homogenized time series. 

The calculated Spearman correlation coefficient values 
obtained between reference series and non-homogenized 
and homogenized time series (Figures 4 and 5) reveals 
that: 1) higher SCC between reference annual series and 
homogenized time series in most of the stations and for 
both maximum and minimum temperature than between 
reference annual series and non-homogenized time series; 
2) higher SCC values between reference series and ho-
mogenised time series for TX but lower values in 2 
weather stations (Tabora and Mlingano); 3) higher SCC 
values between reference series and homogenised time 
series for TN but lower values in 4 weather station (Son-
gea, Moshi, Kibaha and Igeri). 

Results from Mann-Kendal non-parametric test for trend 
reveals that the number of significant trend increases 
with homogenized than non-homogenized datasets. This 
is more evident for TX than TN, for example the number 
of significant trend for homogenized maximum and 
minimum air temperature are 96% and 67% respectively. 

6. Conclusion and Recommendations 
The TMA meteorological stations network analysed here 
includes stations located in the Island of Zanzibar and 
Pemba, also stations near the coastal line and inland  

 
Table 2. Eigenvalues, variance and accumulated variance extracted by non-homogenized maximum air temperature datasets. 

Period Factor Eigenvalue Variance (%) Cumulative variance (%) 

Jan-Dec 

1 9.578 39.910 39.910 
2 3.290 13.710 53.620 
3 1.796 7.482 61.102 
4 1.338 5.574 66.676 
5 1.298 5.407 72.083 
6 1.094 4.557 76.640 
7 1.014 4.224 80.865 

 
Table 3. Eigenvalues, variance and accumulated variance extracted by homogenized maximum air temperature datasets. 

Period Factor Eigenvalue Variance (%) Cumulative variance (%) 

Jan-Dec 
1 14.961 62.336 62.336 
2 2.097 8.739 71.076 
3 1.478 6.159 77.234 

 
Table 4. Eigenvalues, variance and accumulated variance extracted by non-homogenized minimum air temperature datasets. 

Period Factor Eigenvalue Variance (%) Cumulative variance (%) 

Jan-Dec 

1 9.547 39.781 39.781 

2 4.356 18.150 57.931 

3 2.177 9.070 67.001 
4 1.913 7.970 74.971 

5 1.363 5.681 80.652 
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Table 5. Eigenvalues, variance and accumulated variance extracted by homogenized minimum air temperature datasets. 

Period Factor Eigenvalue Variance (%) Cumulative variance (%) 

Jan-Dec 

1 12.652 52.718 52.718 
2 2.491 10.381 63.099 
3 2.275 9.480 72.578 
4 1.371 5.711 78.289 

 
Table 6. Number of breaks in maximum and minimum air temperature. 

Maximum air temperature 
Station name Break years Month 

Musoma 1982-1983, 1998 12 
Mwanza 1978 12 
Arusha 1991 12 

Lyamungo 1997 12 
Kilimanjaro 1980 12 

Kigoma 1978 12 
Tabora 1979 12 

Dodoma 1976 12 
Morogoro 1995 12 

Kibaha 1997 12 
Mlingano 1995 12 

Igeri 1989, 1994 12 
Pemba 1994 12 
Ilonga 1985 12 

Zanzibar 1976 12 
Dares Salaam 1985 12 

Mbeya 1975 12 
 

 
Figure 4. Spearman correlation coefficient (SCC) between annual reference series and time series of non-homogenized (NH) 
and homogenized with HOMER (HH) of maximum air temperature for the period 1974-2012. 

 
stations at high altitudes like Kilimanjaro airport station. 
Furthermore these weather stations are located in differ-
ent climatic zones, which may reduce the quality of ho-
mogenization. Results indicate that the number of sig-
nificant trend increases higher with homogenized than 
non-homogenized datasets. Larger numbers of breaks 

were identified in TX than in TN. 
Correlation, trend and principal component analysis 

were used to assess the homogenization process perform-
ance by comparing the results obtained with using non- 
homogenized and homogenized datasets. SCC statistical 
values obtained between reference series and homoge- 
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Figure 5. Spearman correlation coefficient (SCC) between annual reference series and time series of non-homogenized (NH) 
and homogenized with HOMER (HH) of minimum air temperature for the period 1974-2012. 

 
nized time series are higher than those obtained between 
reference series and non-homogenized time series 

Trend analysis performed on TX and TN time series 
reveals an increase of the number of statistical significant 
trends with homogenized TX (96%) and TN (67%) in 
relation to the non-homogenized time series. 

Results from PCA reveal that homogenization leads to 
an increase of the similarities in the spatial and temporal 
variability of TX and TN. This behaviour is more evident 
for TX than TN. In this study the explained variance for 
the PCA is higher for homogenized than for non-ho- 
mogenized datasets independently of the different cli-
mates in the region. Finally it should be noted that, to the 
best of our knowledge, this study is the first effort to 
homogenize the climate datasets using HOMER in URT. 
Finally, the presented results show that, homogenized 
data sets are reliable long-term datasets compared with 
non-homogenized datasets. 
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