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ABSTRACT 

Tuberculosis treatment course completion is crucial to protect patients against prolonged infectiousness, relapse, 
lengthened and more expensive therapy due to multidrug resistance TB. Up to 50% of all patients do not complete 
treatment course. To solve this problem, TB treatment with patient supervision and support as an element of the “global 
plan to stop TB” was considered by the World Health Organization. The plan may require a model to predict the out-
come of DOTS therapy; then, this tool may be used to determine how intensive the level of providing services and sup-
ports should be. This work applied and compared machine learning techniques initially to predict the outcome of TB 
therapy. After feature analysis, models by six algorithms including decision tree (DT), artificial neural network (ANN), 
logistic regression (LR), radial basis function (RBF), Bayesian networks (BN), and support vector machine (SVM) de- 
veloped and validated. Data of training (N = 4515) and testing (N = 1935) sets were applied and models evaluated by 
prediction accuracy, F-measure and recall. Seventeen significantly correlated features were identified (P <= 0.004; 95% 
CI = 0.001 - 0.007); DT (C 4.5) was found to be the best algorithm with %74.21 prediction accuracy in comparing with 
ANN, BN, LR, RBF, and SVM with 62.06%, 57.88%, 57.31%, 53.74%, and 51.36% respectively. Data and distribution 
may create the opportunity for DT out performance. The predicted class for each TB case might be useful for improving 
the quality of care through making patients’ supervision and support more case—sensitive in order to enhance the qual- 
ity of DOTS therapy. 
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1. Introduction 

Over recent years, Tuberculosis has been considered, 
particularly in low and middle-income countries as a 
global public health concern with the estimated two mil- 
lion deaths annually [1,2]. Up to 50% of all patients with 
TB do not complete treatment and fail to adhere to their 
therapy [3]. It has been estimated that in industrialized 
countries non-completion of treatment is around 20% [4] 
and according to the Centre of Disease Control and Pre- 
vention in the United States, 25% of patients fail to com- 
plete their chemotherapy [5]; in other words, the propor- 
tion of patients with active disease who completes ther- 
apy under standard conditions ranges from as little as  

20% - 40% in developing countries to 70% - 75% in the 
USA [6]. Noncompliance is a significant factor leading 
to the persistence of tuberculosis in many countries and 
the consequences of this well recognized fact are pro- 
longed infectiousness, relapse, prolonged and more ex- 
pensive therapy due to multidrug resistance TB and death 
[7]. It has been revealed that noncompliance is associated 
with a 10-fold increase in the incidents of poor results 
from treatment and accounted for most treatment failures 
[8]. It is the most serious problem hampering tuberculo- 
sis treatment and control as patients with active disease 
who are non-compliant, sputum conversion to smear- 
negative will be delayed and relapse rates will be 5 - 6 
times higher and drug resistance may develop [6]. That is, 
TB patients remained in the pool of active cases will in- *Corresponding author. 
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crease the development of TB among latent cases who 
are prone to be infected or affected. This threats public 
health and makes huge costs that can be spent to improve 
public health improvement and promotion instead. 

DOTS (directly observed treatment, short course) 
which is current international control strategy for TB 
control involves the case detection and completes the 
entire course of treatment successfully. In 2006, in order 
to improve DOTS quality, World Health Organization 
(WHO) has designed “Stop TB” Plan [2]. In this plan, it 
has been highlighted that health care services should 
identify and concentrate on interruption factors that halt 
TB treatment. Supervision which plays important role in 
patient treatment adherence and drug resistance preven- 
tion must be carried out in a context-specific and pa- 
tient-sensitive manner. 

Although WHO has highlighted the necessity of im- 
proving the quality of DOTS in terms of supervision and 
patient support in the “Stop TB” plan, there is no specific 
way to measure how intensive health providers’ support 
and supervision should be and to whom of TB cases it 
should be provided. To make this clear, we may require a 
tool to predict the patient destination regarding TB 
treatment course completion. The tool may identify high 
risk TB patients for treatment course non-compliance as 
it is impossible to serve all TB patients with active su- 
pervision and support due to the cost consideration and 
limited resources. This may be used to define the level of 
supervision and support each patient needs based on the 
predicted outcome by an accurate predictive model. Cur- 
rently, no system is available to estimate TB treatment 
course through using features of TB patients and design- 
ing a systematic method to predict the given outcome. 

For the prediction of tuberculosis treatment course 
completion, the defined outcome related to each record 
of TB patient contains five potential classes: cure and 
completed treatment (desirable outcomes), failure, quit, 
and death (undesirable outcomes) [9]. Patients who are 
classified with undesired outcomes need more supervi- 
sion and support. Public health interventions for TB con- 
trol need to be set according to how many of TB patients 
would shift to unwelcome outcomes. 

Making sure that TB patients finish the treatment 
course entirely is a main step to TB control and public 
health promotion. Actually, here the main question of 
concern is “can new TB cases at risk of failing in treat- 
ment course completion identified from their early regis-
tration”? For this purpose, machine learning methods 
have been already applied and they worked properly ac-
cording to previous studies [10,11]. They infer a model 
through being trained by a set of historical examples in 
frame of data categories; thus, new examples with un- 
known classes could be assigned to one or more classes 

by pattern matching within the developed valid model 
[12]. 

This work used machine learning algorithms to achi- 
eve six predictive models of a crucial real-world problem 
which offer the medical research community a valid al- 
ternative to manual estimation of risky TB patients to 
quit or fail treatment course completion. This recognizes 
TB patients whom supervision in frame of DOTS therapy 
needs to be more active as they are risky for treatment 
course interruption. 

2. Methods and Algorithms 

2.1. Correlation Analysis 

In the case of a large dataset, learning the dataset is not 
useful unless the unwanted features are removed since an 
irrelevant and redundant feature does not add anything 
positive and new to the target concept [13]. To identify- 
ing influential predictors, a bivariate correlation is used 
which is a correlation between two variables including 
independent and dependent parameters by calculating the 
correlation coefficient “r” [14]. As there is no specific 
prediction and hypothesis two-tailed test is carried out. 

Suppose we have got two variables X (list of features) 
and Y (class), an optimal subset is always relative to a 
certain evaluation function. To discover the degree to 
which the variables are related, correlation criteria are 
applied [15]. It reflects the degree of linear relationship 
between two variables ranging from +1 to −1. A perfect 
positive linear relationship between variables is shown 
by +1; however, −1 implies an entire negative linear as- 
sociation. The following formula (1) is used to calculate 
the value of r: 

  
 

1

1

n

i ii
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X X Y Y
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n S S

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
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          (1) 

where there are two variables X and Y and their means X, 
Y and standard deviations including SX and SY respec- 
tively; n is the number of TB instances. The correlation 
coefficient can be tested for statistical significance using 
special t-test through following formula. 

   22 1t r n r               (2) 

Degree of freedom for correlation coefficient calcula- 
tion is equal to n − 2. From a t-table, we would find sig- 
nificant relationship between each of variables X and Y 
(P < 0.05). 

2.2. Problem Modeling 

To achieve the aim of this work, we evaluate a number of 
well-known classification algorithms on TB treatment 
course completion. In fact, prediction can be viewed as 

Copyright © 2013 SciRes.                                                                                JILSA 



Evaluation and Comparison of Different Machine Learning Methods to Predict Outcome of 
Tuberculosis Treatment Course 

186 

the construction and use of a model to assess the class of 
an unlabeled sample, or to evaluate the value or value 
ranges of an attribute that a given sample is likely to have 
[16]. To train every of applied algorithms, we set a big 
matrices as follows: 
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where X is a big matrice which is used to train the given 
algorithm by using train set in which i would be the ith 
number of samples and j is the jth number of predictor. 

i
jx  in our training set would be 17

4515x  and in applied 
testing set has been 17

1935x . Y which is the dependent 
variable of TB treatment course in both training and 
testing sets addresses five classes where a label of “1” 
implies that TB case got cured and “2” means that s/he 
has completed the treatment course entirely; whilst a 
label of “3”, “4”, and “5” means that the patient belongs 
to the undesirable class such as quitting, failing the treat- 
ment course, or dead respectively. 

Having compared the pros and cons of machine learn- 
ing methods, to carry out the considered prediction task 
in this study six classifiers including decision tree (DT), 
Bayesian network (BN), logistic regression (LR), multi- 
layer perceptron (MLP), radial basis function (RBF) and 
support vector machine (SVM) were selected. Next sec- 
tion is brief explanation about each of these selected 
classifiers. As shown in Figure 1, the dataset was split  
 
 

LR 
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[1,935*18] 
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Checking Model 
Accuracy& Validity 
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Figure 1. Schematic presentation of applied methodology of 
model development and validation process. In order to de- 
velop accurate predictive or classification models, firstly 
data of TB patients (in a huge matice with 6450 rows and 18 
vectors) are divided as training and testing sets. Training 
set is used to learn data and build models through applying 
6 algorithms including decision tree (DT), support vector 
machine (SVM), logistic regression (LR), Bayesian network 
(BN), radial basis function (RBF), and artificial neural 
network (ANN). To check the validity and accuracy of de- 
veloped models, testing set is applied. 

into training (two-third) and testing (the other one-third) 
datasets each containing seventeen significantly corre- 
lated attributes and the outcome variables for every re- 
cord without any missing data. The six above named 
classifiers were applied to the training dataset to estimate 
the relationship among the attributes and to build predic- 
tive models. Afterwards, the testing dataset which was 
not used to model inference was utilized to calculate the 
predicted classes and compare the predicted values with 
the realones available in the testing dataset. The model 
which is the most fitted and accurate one will be selected 
to predict the outcome of Tb treatment course for new 
TB cases. 

2.3. Modeling Algorithms 

2.3.1. Decision Tree 
The decision tree is a nonparametric estimation algorithm 
that input space is divided into local regions defined by a 
distance measure like the Euclidean norm; it is a flow- 
chart-like tree structure where the internal node, branches, 
and leaf node means concepts associated with our train- 
ing tuples. In this hierarchical data structure, the local 
region is identified in a sequence of recursive splits that 
in a smaller number of steps by implementing divide- 
and-conquer strategy. This powerful classifier is famous 
for its intuitive explainability [17]. In this research, C4.5 
classification task-oriented algorithm has been applied 
through calculating: 
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, , , log

m
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where i  is the probability that an instance belongs to 
class i . Having calculated the entropy 

p
C  iE A , which 

addresses the expected information according to parti-
tioning by attribute iA  we have: 
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p
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  and js  is the number of samples in  

subset .js
 

In the next step, the encoding information 
that would be gained by branching on iA  is: 

    1 2Gain , , ,i m iA I s s s E A        (8) 

The attribute iA  with the highest information gain is 
chosen as the root node, the branches of the root node is 
formed according to various distinctive values of ija . 
The tree grows until if all the samples are all of the same 
class, and then the node becomes a leaf and is labeled 
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with that class. From the tree, understandable rules can 
be extracted in a quick processing [17]. Here, the task of 
decision tree development is conducted using C4.5 clas-
sification algorithm where each tree leaf is allocated to a 
class of chemotherapy outcome along with number of 
misclassified cases. 

2.3.2. Bayesian Networks 
Generally, Bayesian classifiers are statistical approaches 
capable of predicting class membership likelihoods like 
the probability of the training set belonging to a specific 
class. It is based on Bayes theorem and well known for 
its high accuracy and speed when applied to a large data 
collection. Here, simple estimator Bayesian network has 
been used. 

Let X be a sample whose class is to be defined and let 
H be a hypothesis that X belongs to class C. In this clas- 
sification task,  P H X  needs to be defined which is 
the probability that the hypothesis H holds based on the 
data sample X. It can be calculated through: 

     
 

P X H P H
P H X

P X
           (9) 

where  P H  and  P X  are the prior probability of H 
and X respectively.  P X H

 
is the posterior probabil- 

ity of X given on the H. In model training these three 
values are calculated and the probability for sample X to 
be in hypothesis H can be determined. There are two 
essential features that define a Bayesian network: a di- 
rected cyclic graph in which each node denotes a random 
variable, either discrete or continuous values, as well as a 
set of conditional probability tables. Let  1, , n x x x   
be a data tuple related to the correspondent attributes 

1 2 . Given that every attribute is conditionally 
independent on its non-descendent and parents in the 
network, the following equation is a representation of 
joint probability distribution.  

, ,y y , ny

   1 2 1
, , , parents

n

n ii
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
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where the values for   parentsi i  are related to 
the entries for ; 

P x y
y  1 2, , , nP x x x  is the probability of 

a specific combination of values of X. Probability distri-
bution, with the probability of each class may be the 
output of this classification process [18]. 

2.3.3. Logistic Regression 
Logistic regression is used primarily for predicting bi- 
nary or multi-class dependent variables. This algorithm’s 
response variable is discrete and it builds the model to 
predict the odds of its occurrence. This method’s restric- 
tive assumptions on normality and independence induced 
an increased application and popularity of machine learn- 

ing techniques for real-world prediction problems. In this 
study, multinomial logistic regression is applied which is 
an algorithm that constructs a separating hyperplane be- 
tween two sets of data by using the logistic function to 
express distance from the hyperplane as a probability of 
dichotomous class membership:  

   0 1 1 2 2 3 3

1

1 e n nx x x x
P Y

          



     (11) 

In this equation, iX  symbolizes discrete or continu- 
ous predictor variables with numeric values; in the case 
of depending variable (Y) being dichotomous, we use this 
algorithm. The constants 0 1 2, , , , n     are the re- 
gression coefficients estimated from training data which 
are typically computed by using an iterative maximum 
likelihood technique. Normally, this formula’s justifica- 
tion is that the log of the odds, a number that goes from 
  to + , is a linear function. Particularly by using 
this model, stepwise selection of the variables can be 
made and the related coefficients calculated. In produc- 
ing the LR equation, the statistical significance of the 
variables used to be determined by the maximum-likeli- 
hood ratio [19]. 

2.3.4. Artificial Neural Networks 
Artificial Neural Network (ANN) is biologically inspired 
analytical method which is able of modeling extremely 
complex non-linear functions. Here, a common architec- 
ture named multi-layer perceptron (MLP) with learning 
by back-propagation algorithm is built. A neural network 
is a compound of linked input/output units in which 
every link has an associated weight. Adjusting the 
weights is the core phase for predicting the correct class 
label of input through iterative learning. This method is 
popularly used in classification and prediction tasks with 
high tolerance to noise and the ability to classify unseen 
patterns [19]. Here, algorithm has conducted the learning 
process 500 times and the network structure is shown in 
a simple way when only two attributes have been applied 
as inputs. The structure of a two-input, one hidden layer 
neural network for our task with five outputs has been 
presented in Figure 2. 

2.3.5. Radial Basis Function 
A radial basis function network (RBFN) is an artificial 
intelligence network in which its activation function is 
simply radial basis in a linear combination. This type of 
network was designed to view a problem in curve-fitting 
(approximation) and high dimensional space. The real 
inspiration behind the RBF technique is finding amulti- 
dimensional function that offers the best fit to training 
tuple and then applies this multidimensional surface to 
interpolate the test data through regularization [20]. Gaus-  
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Figure 2. The simplified structure of applied neural net- 
work only with two of our attributes “HIV” and “recent TB 
infection”, one hidden layer and five classes in output layer. 
The structure is much simplified neural networks are popu- 
larly applied in classification and prediction, as they have 
advantages such as high tolerance to noise, and the ability to 
classify unseen patterns. 
 
sian radial basis function is applied algorithm in this 
study. 

2.3.6. Support Vector Machine 
Support vector machine (SVM) is a new classification 
method for both linear and non-linear data. SVM applies 
nonlinear mapping to transform the original training tu-
ple into a higher dimension. It seeks the optimal linear 
separation hyperplane which is the decision boundaries 
separating the tuple based on their class labels.Polykernel 
support vector machine has been applied in this investi-
gation.Let the dataset Abe considered as  1 1,x y ,  
    2 2 2, , ,x x y x A y D  where  ix  is the set of 

learning data with correspondent class label i . For a 
two-class related training dataset, for instance, every i  
can take either +1 or −1. This could also be generalized 
to n dimensions and the SVM duty is to find the best 
dividing lines that can be drawn and divide all of the tu- 
ples of every class from the others. For multidimensional 
classes the hyperplanes should be found asdecision 
boundaries. This can be arranged by defining the maxi- 
mum marginal hyperplane (MMH) since models with 
larger hyperplane are more accurate at classification [18]. 

y
y

2.4. Accuracy Measurements 

In order to evaluate the prediction rate, the following 
related parameters need to be measured. Prediction accu- 
racy percentage (model Accuracy), model fitness, recall, 
Precision, F-measure, and ROC area are considered cri- 
teria used to assess the models’ validity. In confusion 
matrix (Figure 3) in which the columns denote the actual 
cases and the rows denote the predicted cases, the accu- 

racy of model obtained from training set (model fitness) 
and testing set (prediction accuracy) are calculated. The 
prediction accuracy is the percentage of correct predic- 
tion (true positive + true negative) divided by the total 
number of predictions. In machine learning, sensitivity is 
simply termed recall (r) and precision is the positive pre- 
dicted value. F-measure is a harmonic means of precision 
and recall and the higher value of it merely reveals the 
better performance of a prediction task. 

Another comparative criterion is Roc curve which is a 
two-dimensional graph where the true positive (TP) rate 
on the Y axis is plotted on the false positive (FP) rate on 
the X axis [21]. 
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


            (12) 

Specificity
TN

TN FP



            (13) 

 Prediction Accuracy %

TP TN

TP TN FP FN


  


          (14) 

 Precision %
TP

TP FP



          (15) 

 Recall %
TP

TP FN



            (16) 

2.5. The Database 

The available dataset has been driven from gathered re- 
cords by health practitioners, nurses, and physicians at 
local TB control centres throughout Iran in 2005. In tu- 
berculosis control centres, health deputies of each prov- 
ince in a network system collected data in every ap- 
pointment. By using “Stop TB” software, more than 35 
parameters were collected and through applying bivariate 
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Figure 3. A simple confusion matrix, a two-by-two table, 
values in the main diagonal (TP and TN) represent instances 
correctly classified, while the other cells represent instances 
incorrectly classified (FP and FN errors). 
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correlation method; those independent variables which 
are significantly correlated with target outcome are se- 
lected as predictors (P <= 0.05). They are presented and 
defined in Table 1. The distribution of corresponding 
outcomes of TB treatment course based on their fre- 
quency in training and testing sets are shown in Table 2. 
Due to normal and non-normal distribution variables 
which were tested by both Kolmogorov-Smirnov test and 
visual shape of attribute’s distribution, Pearson and 
Spearman rho methods were applied to find highly cor- 
related factors. 

3. Experiments and Results 

3.1. Feature Selection 

Significant Kolmogorov-Smirnov test confirmed with the 
shape of their distribution showed the distribution of our 
variables; Spearman rho was applied for those with non- 

normal distribution. 
Having considered the results, it is revealed that males 

are more likely to not get cure and complete the course of 
TB treatment (r = −0.082, P < 0.0001). 

As patients get older there is more probability to get 
undesirable result from treatment course (r = 0.158, P < 
0.0001). 

The more under-weight the patients are, they are more 
likely at the risk of unwelcome outcome (r = −0.056, P 
< 0.0001). 

TB cases with extra-pulmonary TB are more likely at 
the risk of outcomes like quitting, failing or death (r = 
−0.066, P < 0.0001). 

There is 0.127 more probability that immigrants from 
Iraq, Pakistan, and Afghanistan to quit, get failed in treat- 
ment course (r = 0.127, P < 0.0001). TB patients who 
are living in abroad as well as mobile cases are −0.027% 
more possible to get undesirable outcome compared with 

 
Table 1. Patients’ attributions applied for experiments, their definitions and their range of values. 

Variable Variable Definition Categories of Values 

Demographic Characteristics 

sex Gender of TB case Male (1)/Female (2) 

Age Age of TB patient (Continuous var.) 0.05 - 99 

Weight Weight of TB patient (Continuous var.) 4 - 110 

Nationality Nationality of TB patient Iranian (1), Central Asians (2), Iraqi (3), Pakistani (4), Afghani (5)

Area Area of residence Abroad (1), Mobile (2), Rural (3), Urban (4) 

Prison Current stay in prison No (1) /Yes (2) 

Clinical Features 

Case type Type of TB that patient is belonged to New (1), imported (2), cure after absence (3), returned (4) 

Treat cat Category of treatment that is conducting A (1)/B (2) 

TB type The part of body that has been affected Pulmonary (1)/extra-pulmonary (2) 

RTBinf Whether patient has recently TB affected No (1)/yes (2) 

Diabetes Whether TB patient isaffected by diabete No (1)/yes (2) 

HIV Whether TB patient has been known as HIV+ No (1)/suspected (2)/yes (3) 

Length Length (month) of being affected by TB (Continuous var.) 0.03 - 90.77 

LBW Low Body Weight No (1)/yes (2) 

Social Risk Factors 

Imprisonment The history of living in prison No (1)/suspected (2)/yes (3) 

IV drug using Whether patient is using the (IV) drugs No (1)/suspected (2)/yes (3) 

Risky sex Whether patient has history of risky sex No (1)/suspected (2)/yes (3) 

 
Table 2. The real outcomes happened for Tuberculosis patients for initial, training and testing sets with their corresponding 
outcomes. 

Total Dead Failed Quit Completed Cured Data set 

4515 479 462 790 1274 1510 Training set 

1935 136 207 179 841 572 Testing set 

6450 615 669 969 2115 2082 Initial dataset 
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those who are living in urban and rural areas (r = −0.027, 
P < 0.0001). 

Prison residency and treatment outcome completion 
are significantly correlated (r = −0.026, P < 0.0001). 

The more time TB patients spend affected with this 
infectious disease, there is 0.073 times more chance of 
non-desirable outcomes of tuberculosis treatment course. 

Diabetic or HIV+ TB cases are positively prone to have 
worse result of treatment course (rho diabetes = 0.029, P 
< 0.001 & rho HIV = 0.045, P < 0.05). 

Also, the probabilities of having imprisonment history 
in his/her life, consuming drugs through intravenous, or 
having unprotected sex increase the likelihood of un- 
wanted outcome with r = 0.157, 0.0172, and 0.16 respec- 
tively (P < 0.000). 

3.2. Classification Algorithms Analysis 

In this work, six classifiers including DT, BN, LR, MLP, 
RBF and SVM were applied to the patient dataset. Model 
development is conducted in two main steps including 
model fitness and model accuracy. To calculate the 
model fitness criteria we used the data of training set; 
however, to compute the model accuracy measurements, 
data of testing set is applied which is merely much more 
valuable to judge about our models accuracy. Related 
results of these experiments are demonstrated in Table 3. 

Model fitness assessment by evaluating training accu- 
racy is 84.45% for C4.5 decision trees; it is considerably 
less for Bayesian net where the value is 58.56%. The 
values of model fitness for logistic regression (56.5%), 
MLP (64.93%), RBF (50.65%), and SVM (53.04%) have 
been close. Having compared the Roc curves reveal that 
the area under curve for C4.5 has the most value for 
model fitness and accuracy with 0.96 and 0.97 respec- 
tively. This measurement is less for Bayesian net (0.85), 
logistic regression (0.82), MLP (0.81), RBF (0.79), and 
SVM (0.76) in terms of model accuracy. C4.5 decision 
tree has been able to build a model with greatest accu- 
racy since the model fitness and prediction accuracy are 
84.45% and 74.21% respectively. 

Prediction accuracy for Bayesian networks has been 
calculated by 62.06%. Model accuracies obtained from 
other classifiers are different as this value for LR, MLP, 
RBF, and SVM have been 57.88%, 57.31%, 53.74%, and 
51.36% respectively. 

Figure 4 is the comparative Roc curves based on the 
given outcome of tuberculosis treatment including cure, 
complete, quit, failed or dead. This figure shows six Roc 
curves for six developed models based on the given out- 
come. For the outcome “cure”, C4.5 has outperformed 
than other classifiers with area under curve 0.958. Simi- 
larly, the most accurate result for outcomes ‘completed’ 
and “quit” obtained for C4.5 with 0.966 and 0.956 re- 
spectively. C4.5 has also performed the best for the out- 
come “failed” and “dead” by classifying 0.986 and 0.963 
of cases correctly. Overall, these results of area under 
curve reveals better performance of C4.5 decision tree 
classification algorithm. Table 3 and Figure 4 present 
obtained results including model fitness and accuracy as 
well as produced area under ROC. 

4. Discussion 

Of the six investigated methods, decision tree has achi- 
eved the best performance while other classifiers have 
given relatively close results in lower ranks. According 
to previous studies [22,23], the technique with the best 
classification performance might behave differently from 
another one and there is no single best method for every 
circumstance. Decision trees that classify instances by 
sorting them based on feature values has outperformed 
other methods. C4.5 performs variously in different con- 
ditions. It has been reported that there is an association 
between the performance of applied tools and following 
issues including the type of problem we are analyzing, 
the type of input data (discrete or continuous), and finally 
emerging overlapping in outcome classes. 

Due to the fact that our available dataset is a large vol- 
ume of data with dimensional structure, normally it is 
expected that SVMs, neural networks, and decision tree 
outperform others. However, the dataset is mainly com- 

 
Table 3. Comparison on model fitness and model accuracy of six various applied machine learning algorithms. 

Model Fitness (through using training set) Model Accuracy (through using testing set) 

Classifiers PA* Recall Precision F-measure ROC Area PA** Recall Precision F-measure ROC Area 

C4.5 84.4 0.845 0.845 0.843 0.96 74.21 0.742 0.753 0.746 0.97 

BN 58.5 0.586 0.591 0.579 0.83 61.70 0.621 0.659 0.621 0.85 

LR 56.5 0.566 0.574 0.553 0.81 57.82 0.579 0.628 0.578 0.82 

MLP 64.9 0.649 0.68 0.644 0.86 57.82 0.573 0.677 0.57 0.81 

RBF 50.6 0.507 0.503 0.491 0.77 53.74 0.537 0.554 0.536 0.79 

SVM 53.0 0.53 0.555 0.503 0.76 57.47 0.514 0.621 0.50 0.76 

*training accuracy (%); **prediction accuracy percentage (%). 
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Figure 4. ROC curve for C4.5 decision tree, logistic regression (LR), Bayesian networks (BN), radial basis function (RBF), 
multilayer perceptron neural networks(MLP), and support vector machine on the task of classifying outcome of TB treat- 
ment course based on the target outcome including cured, completed, quit, failed, and dead. In all cases decision tree has 
outperformed other methods with area under curve 0.92 for cured, 0.94 for completed, 0.88 for quit, 0.96 for failed, and 0.85 
for dead. 
 
posed of fourteen discrete variables and three continuous 
attributions (age, weight, and length of disease); in this 
case, decision tree has produced the most promising re- 
sults due to its dual ability to tackle both continuous and 
discrete/categorical predictors which is superior to other 
aforementioned techniques that are good at handling only 
continuous variables. 

In the case of emerging relationship among attributions, 
BNs don’t perform well to manage learning properly. 
There have been significant relationships between seven- 
teen predictors and outcome class which may cause the 
weaker performance of Bayesian networks rather than 
C4.5; furthermore, discriminant algorithms like logistic 
regression also fail on this type of data with high corre- 
lation between the attributes. In this study, there are many 
correlations among variables, like weight and nationality 
(r = −0.052, P < 0.001), LBW and sex (r = −0.047, P < 
0.001), imprisonment and sex (r = −0.156, P < 0.001), 
prison and weight (r = 0.065, P < 0.001), length and 
nationality (r = 0.099, P < 0.001). Those correlations in 
addition to applying fourteen discrete inputs might cause 
weaker results from BN and LR rather than C4.5. is good 
at coping with irrelevant data. This might be the case in 

this particular study since there are some variables with 
very low correlation coefficient that decision tree has not 
taken them very much to built the model and not at all in 
the main root nodes. For example, area (−0.027), prison 
(−0.026), diabetes (0.029) have low correlation coeffi- 
cient, where this value for recent TB infection, imprison- 
ment, IV drug using, sex are 0.250, 0.151, 0.172, 0.160 
respectively. The variables with high correlation co- 
efficient like recent TB infection, length, imprisonment, 
and treatment category have played a major role as root 
nodes whereas the variables with small correlation co- 
efficient have been recognized as less important factors 
placed in very sub-nodes close to leaves which can be 
even pruned. Decision tree’s ability of utilizing significant 
input factors in basis of their degree of contribution to 
estimate outcome of tuberculosis treatment course creates 
greater predictive model than those classifiers, such as 
MLP, RBF, and SVM which count every of input variable 
uniformly by weightening affecting the results’ trans- 
parency. 

The higher values for Kurtosis (>7) and skew (>1) 
denote that our variables are far from normality and 
decision tree and other symbolic methods (nonparametric  
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schemes) tackle robustly with distributions with large 
kurtosis and skew [22]. In this research’s dataset, the 
average values of skew and kurtosis are 2.169 and 7.469 
respectively (P < 0.05) confirming the non-normal dis- 
tribution. Hence, the only available nonparametric sym- 
bolic learning algorithm in the current study is decision 
tree which performed well to partition the input space. In 
actuality, high skew (>1) or kurtosis (>7) along with the 
presence of binary/categorical variables, using relevant 
and correlated predictors without any missed instances or 
noised data have prepared the best opportunity for de- 
cision tree to predict more accurately than other applied 
algorithms. In view of the rank of other employed classi- 
fiers, BN outperforms others and four remaining classi- 
fiers work relatively similar with prediction accuracy 
percentage ranging from 53.74% to 57.82%. In a study 
[24], Tu has reviewed a number of researches concluding 
that LR & MLP perform closely; it is the case here where 
they performed with identical prediction accuracy (57.82). 
RBF is actually a type of neural network and it might be a 
postulation that based on their algorithm similarities and 
data type entity results are comparable. 

Decision tree with flowchart-type structure is more 
likely method to be understandable for general users with 
low level of specialized knowledge about TB. Produced 
results of decision tree can be simply interpretable and 
applicable; their rules can be understood either by doc- 
tors or health practitioners who implement DOTS in rural 
area and make decision alone. 

5. Conclusion 

To sum up, available big body of real data related to TB 
patients has created an opportunity to generate accurate 
models which can predict outcome of DOTS therapy. 
This provides us information about outcome of treatment 
course for each patient and defines who needs high level 
of supervision and support; this is valuable as it is not 
possible to give every single of patients a full supervision 
and support distinctly. The decision tree model can be 
used to screen risky patients for fail in treatment course 
completion in population using general data gathering in 
routine general practice. This will help healthcare practi- 
tioners especially in rural regions to evaluate the risks of 
MDR-TB among their patients quickly, inexpensively, 
and noninvasively. TB control through totally imple- 
mented DOTS therapy is such a crucial stage in public 
health improvement and promotion. 
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